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Abstract

Research into the effectiveness of new learning technologies is needed. However education research is complex and challenging.  In this paper we explore problems associated with different methodological approaches. In particular the value of controlled experiments in this context will be analysed and the use of interpretativist approaches to illuminate particular situations discussed. This is based on a critical reflection of our own experiences of doing educational research into student learning with interactive multimedia. These reflections will be useful to others embarking on similar projects.

Introduction 

Learning technology is being increasingly deployed in higher and further education. Its effectiveness on learner performance and behaviour patterns must be explored systematically. Attitudes of students towards using learning technology must also be investigated. Findings from such inquiries can help in developing guidelines for using learning technology to support and enhance teaching and learning.

However educational research, especially when conducted in a real-world setting, is challenging and complex. There are a variety of different and often contradictory approaches from which to choose (see, for example, Cohen et al (2000)). A key concern is often evaluating the impact of a given intervention, for example comparing performance using traditional methods with that when new learning technologies are used. Controlled experiments offer a basis for making such comparisons. However there are a number of issues which must be addressed when adopting such an approach. In particular consideration must be given to the validity and reliability of any findings. Essentially these are concerned with the extent that generalizations can be made and the consistency of the results. 

This paper examines validity and reliability in the context of educational research and explores some practical problems in trying to satisfy these criteria. This critical examination of educational research methods is prompted by our own experiences of doing educational research, in particular an in-depth study into the effectiveness of interactive multimedia in enhancing learning. Drawing on this experience, the value of controlled experiments in this context is then analysed and the use of interpretativist approaches to illuminate particular situations discussed. 

Underpinning Research: Design and Experience 

We were concerned with trying to determine how interactive multimedia could best be used to effect deep learning. Deep learning is associated with acquiring information and understanding it through relating it to previous knowledge and experience (Entwistle et al., 1992), whereas surface learning only enables the reproduction of information as originally presented. In Cairncross and Mannion (2000), we investigated the effectiveness of different multimedia design features, as well as the impact of different methods of use. Experiment 1 explored differences in performance resulting from different interactive approaches. Selected interviews were conducted to gain deeper insights into learner attitudes. Experiment 2 compared performance under different conditions of use. Experiment 3 explored how best to take advantage of the coming together of learners in a classroom, and compared the performances of learners working in pairs, with those of learners working on their own.

Data on learning performance was collected in each trial with the intention of carrying out hypothesis testing using appropriate statistical analysis. Whilst texts on research methods in social science (for example, Graziano and Raulin, 1997) provide useful overviews of statistical techniques, it can be difficult to decide on the most appropriate technique. Mitchell (1997) found that a high proportion of papers had many inappropriate uses of statistics thereby invalidating the findings presented. Advice was sought from statisticians when planning the experiments. 

For Experiment 1, three versions of an application to teach second-year undergraduates about analogue to digital conversion process were developed. The application was designed to replace a two-hour lecture. One version (dynamic exposition) took an explanation-based approach. Animations were used to illustrate the conversion. The remaining two versions were similar, but one section, concerning digital output quality, was replaced with a “virtual converter” for the learners to experiment with in order to discover relationships for themselves rather than being presented with a summary of the effects. One version of the virtual converter gave suggestions for areas to explore (suggested discovery), whereas the other did not (discovery only). The hypothesis being tested was that “student performance using suggested discovery will be better than learner performance using either dynamic exposition or discovery only.”
A between-subjects design approach, using matched random assignment, was used to allocate learners to treatment variations in Experiment 1. Learners worked through one of the three versions in a specially timetabled session and on completion a post-test was administered to measure immediate learning. A second post-test was carried out the following week to measure retention. Sixty-five learners from a class of 100 took part in the initial trial and 27 returned to sit the second post-test. Despite the non-participation by just over a third of the students, the groups remained reasonably balanced.

On analysing the test results, no significant differences in performance between the three groups emerged. Learners using the dynamic exposition version actually did marginally better in post-test 1 with 52% compared to 47% and 46% for the other two groups. 

The results suggested that context-of-use was also an important consideration. This was the focus of the Experiment 2 which sought to compare performance under different conditions-of–use. Draper et al. (1996) stress that learning in higher education depends on the whole learning and teaching environment not just the material itself. The situation of use can impact on performance. It can be argued deep learning cannot take place in a tutorial session by itself and would have to be complemented by further study and opportunities to apply the knowledge gained and reflect on that experience. External or environmental factors can also influence the outcome. 

One of the benefits of interactive multimedia learning applications is that it can allow a learner to study at a time and place convenient to them, thereby reducing class contact. However many learners prefer to use learning applications in a classroom setting (Davidson and Goldfinch, 1998). It is not clear however whether meeting this preference for classroom use leads to better performance. Experiment 2 focused on a single version of the application and sought to compare the performance of learners who had been introduced to the application in class time compared to those who had not. The aim was to determine the relationship (if any) between learner performance and context of use; the hypothesis being “student performance using the application in classroom followed by independent study will be better than learner performance using the application for independent study only.”

It was decided to use a combination of the dynamic exposition and discovery based approaches. This allows explanation to be combined with opportunities for experimentation and is potentially the most beneficial approach for learners (Grabinger and Dunlap, 1995). Extra features were added to encourage learners to cognitively engage with the presented material. The application could be accessed from the web. 

The performance of learners who had been introduced to the application in class time was compared to those who had not. This time the class was divided on a matched basis into two groups of around 40 each. One group was asked to use the application at a normal timetabled tutorial, followed by self-study. The second group was asked to use the application on a self-study basis only. 

Twenty-eight students attended the initial session, 11 of whom returned to take the second post-test along with 7 learners from who had not attended the initial session. Many learners did not participate and some of those that did, changed group. The planned experimental conditions were therefore not met, making it inappropriate to carry out hypothesis testing as the groups were no longer balanced. 

Selected learners were observed when using the application to understand how they made use of interactive features and whether they truly engaged with the content or not. All learners who were introduced to the application in class-time were given a post-test immediately afterwards (the same test that learners in the first experiment were given). Their average was 43%. Learners using the application in class-time were also asked to complete a usability questionnaire. 

Two weeks after the start of Experiment 2 learners sat the second post-test to compare performance between the two conditions. Learners who had used the application in class time performed slightly better than their classmates who had not in the second post test, scoring 34% as against 31%. This is worse than learners from Experiment 1, who scored an average of 41%; however care should be taken in comparing performance as both the application used and the experimental conditions were different. 

 Further investigation revealed that although the application was made available for self-study, very few students made use of this. A parallel study with post-graduate students led to an increased average of 45%. It was found that these students had been more likely to use the application, which had been introduced earlier in the semester at a time when coursework demands were less keenly felt. 

The focus groups from Experiment 1 revealed that learners preferred to use such applications in a classroom setting rather than on their own. Learners particularly valued the opportunity to seek advice when unsure about something. However the observations in the laboratory revealed that, by and large, the learners worked through the application on their own. Only a minority sought advice from the tutors present or fellow classmates. 

Collaborative learning was the focus of Experiment 3. Some students were asked to work through the application in pairs, and others on their own. Due to difficulties in getting access to student data, it was not possible to use matched groups. The performance of both groups was broadly similar. Students from the experiment 3 working in pairs did marginally better at questions involving recall than. However the learner pairs did worst overall at application type questions. This suggests that working together may improve certain types of learning but that a combination of approaches is likely to be needed.  
Three controlled experiments have been described. These sought to explore learners’ experiences with interactive multimedia and were conducted in a real-world setting. Although some interesting insights did emerge, no significant differences in performance were found.  Problems associated with the methodological approach taken, and in particular the conflicts of attempting to control learning environments, are explored next. This is followed by a discussion on alternatives to controlled experiments.
Problems of Control in Educational Research: Validity and Reliability

One of the original research objectives was to compare student learning resulting from different interactive treatments and, at the time, controlled experiments seemed appropriate. Experiments in themselves do not provide proof with absolute certainty (Popper, 1985) but Zelkowitz and Wallace (1998) argue they are needed to validate technology, in order to move away from basic assertion. Certainly there is a need for such validation in the use of learning technology, a field that is still developing its own credibility and distinctive research base (Oliver 2000). 

There are a number of issues that must be addressed when planning controlled experiments and when analysing the results. In particular the validity and reliability of any findings must be considered. Gill and Johnson (1997) distinguish between internal and external validity as follows:

· internal validity concerns the extent to which observed changes in the dependent variable were caused by the independent variable;
· external validity concerns the extent to which any findings can be generalised and can be subdivided into:
· population validity which concerns the extent to which it is possible to generalise from sample involved to population;

· ecological validity which concerns the extent to which it is possible to generalise from experimental setting to actual social context. 
Internal validity can be strengthened through careful selection and matching of groups to minimise the impact of confounding variables (Graziano and Raulin, 1997). However it should be acknowledged that there are many factors that contribute to successful learning. These include external contextual factors, previous experiences of learners and their current situation. Some factors, for example motivation, are difficult to measure and may change  and are thus difficult to account for.

Population validity can be strengthened through careful selection of sample to ensure as far as possible that it is representative of the target population. However as with many experiments involving people, obtaining a representative sample can be difficult; educational research may rely on volunteers who may not be representative of their fellow classmates. 

Ecological validity is also of concern when conducting research into learning. Tightly controlled experiments often require the creation of artificial learning situations and the issue of whether the findings can be applied to a more natural setting must be carefully considered. It should also be acknowledged that even when statistically significant findings emerge they may not necessarily be meaningful outside the laboratory. The extent that generalisations can be made to learning situations outside the laboratory needs to be carefully considered. Had differences emerged, could these be replicated in a natural learning environment? Moving away from artificial settings to carrying out research in a more natural setting will improve ecological validity but this improvement will be at the expense of the loss of control. 

Reliability concerns the consistency of results. To satisfy this criterion it should be possible for another researcher to replicate the experiment (Gill and Johnson, 1997). This can best be achieved through tightly controlled experiments but even here the context can impact on results (Edward and Talbot, 1996). In particular, if an experiment is repeated the exact conditions can never be replicated, as different participants with different characteristics and motivations will be involved. Shifting from laboratory into a more natural setting reduces reliability and control, and contextual factors become more significant. Methodological triangulation (collecting data from a variety of sources using a range of methods) can be used to corroborate findings from experimental trials, thereby improving reliability as well as allowing a wider perspective to be taken (Denscombe, 1998). This can allow exploration of atypical cases as well as typical ones. The former can often be masked or hidden in statistical analysis. 
Promoting Validity & Reliability: Practical Experiences

Careful balancing of groups can minimise the impact of confounding variables. This was attempted in our experimental design. In the first two studies, a between-subjects design approach using matched random assignment was taken. Groups were balanced in terms of gender, programme of study and whether students were full-time or part-time. These factors could potentially affect motivation, underpinning knowledge, and hence performance. It was not possible to control for other learning characteristics such as academic ability as measured by previous assessments; not all students had attended Napier in the previous year and so the data was incomplete. In the event, despite our best efforts in balancing the experimental groups, students were unreliable when it came to fulfilling commitments to participate, leading to unbalanced groups in Experiment 2.

Population validity is always a concern with experiments involving people, as it can be difficult to obtain a representative sample. These studies involved relatively large cohorts of learners but not all students participated. For example, approximately one-third of the students from the cohort recruited for the first experiment did not participate. It may be that the students that did participate were not representative of the cohort as a whole. Certainly analysis of subsequent examination performance suggests that students who participated in the trials tended to do better in the examination for that module. It is not known, however, whether this was due to ability, motivation, or a benefit from taking part in the trial. 

This highlights a key problem when carrying out research in a real world setting. Volunteers are inevitably hard to motivate. Since not all students take part in all classes anyway, participation cannot be enforced (and there would be clear ethical issues in doing this). Better funded research projects raise the possibility of paying for volunteers to take part but this may muddy the motivation: the very act of being paid may be the driving force behind any improvements. 
Experiment 1 which compared performance under different interactive treatments, comprised a tightly controlled experiment in a laboratory setting. Students came along to a specialised computing facility outside timetabled class time in order to use the application, yet the subsequent marks suggest a lack of deep learning. To better encourage deep learning to take place, the tutorial session would have to be complemented by further study and opportunities to apply the knowledge gained and to reflect on that experience. It is difficult to conceive of a controlled experiment that can support this. For example, if the learners were each given one of the three treatments to use at home, there can be no guarantee that they would actually use just that and nothing else. Some learners may try all three versions; others may also consult textbooks; some may not use any of materials. Whilst full exploration is to be welcomed from an educational viewpoint it clearly affects the validity of the experiment. 

The artificiality of the laboratory session in the first trial may have militated against deep learning. However this, in itself, is interesting in that it highlights the importance of context of use when evaluating the educational effectiveness of interactive learning applications. This, in turn, informed the design of subsequent experiments.

Experiments 2 and 3, which were more concerned with context of use, were both carried out in a more natural setting. It was possible to do this because these experiments sought to compare performance using a single version of the application under different contexts of actual usage. There was therefore no need to control access to prevent students, say, accessing different versions at home. However this approach did result in a loss of control. For example, some learners in Experiment 2 attended the classroom session for the other group. It was not felt appropriate to turn these students away from what was a timetabled class. Many students failed to carry out the independent study. However the lack of participation in independent study was itself of interest and the reasons behind this were explored in a follow up questionnaire. The majority of students cited lack of time (mainly due to pressing deadlines in other subjects) as the reason why they had not used the application. One learner’s reason for not using the application was “because I have not yet started revision”. These responses suggest a strategic approach to learning (Ramsden, 1992).
Combining an experimental approach with a focus on comparing performance under different conditions with the collection of more qualitative data on behaviour and attitudes can this help explain the factors behind different performance levels. 

The topic being delivered by the learning application formed part of the syllabus for the participants and the application was used during scheduled tutorials. Students had been briefed as to the rationale behind the experiments and informed that the material would be examinable. However the students may have 
felt that this was not integral to the module, either because it was not being taught in the traditional and accustomed manner or because an experiment was being conducted. One learner from the second trial explained they had not used the application for independent study because “I hadn’t covered it on the course”. This perception was shared by the module leader from the second and third trials who commented when interviewed, “if used seriously it would replace the ‘principles aspects’ element of a lecture, allowing the lecturer to go out and do the ‘application side’”. The implication being that, for them, the application was not fully part of the teaching resources for this module. This highlights a further problem when conducting research in a real-world setting: the intervention might not be perceived as being a fully part of the curriculum, even when the material is examinable, as was the case here. 

The above experience underlies the need for researchers to be open-minded and flexible. The experiment did not go exactly as planned but carrying out an investigation into why the students did not participate fully yielded useful information. This highlights not only the difficulty in persuading students to take part in experimental trials but also problems associated with the take-up with new learning technologies. 

In the event, loss of the planned experimental conditions meant that it was not appropriate to carry out the planned statistical tests in the second and third experiments and no significant differences emerged from the first experiment.

However lack of a significant difference may be due to other factors such as chance or unbalances groups. Whilst certain factors could be accounted for (programme of study and gender), the data for other factors was incomplete (ability as measured on previous performance). It should also be remembered that other factors which contribute to successful learning, such as motivation and previous experiences, are difficult to measure and thus account for. 

However, even a lack of significant differences can suggest future avenues for exploration. For example, in the third experiment, there was a trend towards pairs performing better than students working on their own. As the groups were not balanced it would have been inappropriate to attribute this to the context of use (working in pairs) even if the difference had been significant, as it may have been due to other confounding factors. However the difference is interesting, suggests possibilities and merits further investigation. 

Learning performance, as measured by post-trial tests and examination, only tells part of the story. Behaviour when using the application and attitudes to using the application are also of interest. The experimental trials described here were complemented by observations, surveys and interviews. Reliability is improved by such methodological triangulation through providing corroboration of experimental findings. Moreover taking more qualitative approach can result in useful insights or vignettes, which bring the research question to life and which in itself may be of interest to others exploring this same area; such research is illuminative rather than explanatory.
Software tracking was used in the first two experiments to collect information about usage patterns, for example which sections were visited, in what order and for how long. However it does not capture what the subject is doing when not directly interacting with the application. In order to build up a more rounded picture, learners’ behaviour in the classroom was observed in the second experiment. Direct observation is useful to capture what subjects are doing at key points in time, but there is a limit to what can be recorded in real-time data. In particular, it is difficult to capture what is said in any discussions that may take place. Video or audio recording could be used to try to capture discussions but this requires additional specialist equipment. An attempt was made to do this during the third trial, selected pairs were recorded on video using equipment set up by qualified technicians, yet the resulting audio capture proved inadequate. Diaries were also used to collect information on usage patterns outside the classroom, but very few students returned these.

All observation methods require intervention on the part of the researcher and affect the context of use. For example, if learners are aware that their paths through an application are being logged then they may modify their behaviour. The presence of observers and/or recording equipment may be off-putting to some, making them more self-conscious and inhibited, as was found during Experiment 2, when tutors commented that there was less interaction between students than normal. 

This suggests that the act of carrying out research in a natural classroom setting can mean that the setting is no longer natural. This could perhaps be circumvented by hidden recording equipment but economic, legal and ethical considerations constrain this. Less intrusive equipment is costly. Secret recordings would contravene the principle of informed consent, a cornerstone of many ethical frameworks for research (for example, BERA 1992).  Moreover by law (The 1998 Data Protection Act, The Stationery Office 1998) subjects must be informed when video recording is taking place.

Attitudinal data (questionnaires followed by small group interviews) was also collected to provide an insight into learners’ opinions of the learning applications used in this study and more generally into learning with interactive multimedia. It was not feasible to observe, record and interview all learners. Selections had to be made. Participants were sometimes volunteers or selected at random, which affects validity and reliability. However detailed study and analysis of a small sample can provide useful insights. 

Qualitative approaches can help explain the findings, positive or otherwise, from quantitative research. Our observations revealed that learners did not always make full use of interactive features. In general the learners who took part were supportive of what was being done and took the trials seriously. Their comments were perceptive, suggesting willingness to, at least, try new methods. 

There are thus a number of problems associated with conducting empirical experiments into student learning. Balancing of groups is difficult in that not all factors can readily be accounted for and, even where groups have been balanced, lack of participation by subjects can cause imbalances; the remaining participants may also not be representative of the cohort as a whole. There is also a tension between reliability and ecological validity. 

The experimental trials described here were complemented by observations, surveys and interviews. Using a variety of approaches and sources of data allowed for a more complex picture to be built up, thereby improving the reliability and validity of any conclusions reached. 

Exploring Alternatives

Access to full and accurate records to enable balancing of groups according to characteristics perceived as contributing to learning can be problematic for researchers. However the experiences here indicated that even when that data is available and balanced groups are established there is no guarantee that these groups will remain balanced when the actual trial commences. Lack of participation of assigned subjects can lead to imbalances. Hypothesis can then not be tested as the planned experimental conditions had not been met. An alternative approach could be to divide the participants into balanced groups but to leave actual assignment to experimental condition until the start of the trial. As only actual participants would then be assigned the resulting groups (as opposed to the planned groups) would be balanced. The procedure for assigning participants would have to be clearly and rigorously defined in advance to ensure that the process remained random. 

The positivist approach taken here is associated with an objectivist view of social science and educational research (Cohen et al., 2000). Essentially, it is a view that the social world can be treated like the natural world and scientific investigations can be used to explore relationships between selected factors in that world, for example, the learning performance and multimedia approach taken. However as the experiences described here have shown, it is difficult to isolate a single factor and confounding factors will often remain. 

Alternatives to the objectivist view exist. Interpretative researchers start with the individual and then set out to try and understand their interpretations of the world. Unlike the western scientific tradition, where hypotheses are formed from theories and then tested, theories emerge from the particular situations being explored, ‘grounded’ in the data collected (Glaser and Strauss, 1967). A shift towards this approach was seen in the later stages our experimental trials. For example, by analysing questionnaires and interviews we tried to understand and explain why students had not used the application for independent study. The move towards a more subjectivist stance led to the adoption of more naturalistic, interpretative methods, with a greater emphasis placed on qualitative data. 
Wilson (1999) argues that many “designers may find a grounded approach more realistic than the search for the one true theory”. Inherent in this belief is rejection of the idea that there is a single theory of learning that can be applied to educational design. He is acknowledging the complexity and uniqueness of each learning situation. Once this is accepted then the usefulness of reports of systematic explorations of given situations becomes more apparent: good educational design should be informed by theory but not be a slave to it. More interpretative approaches to research can support this.

The problems associated with experimental research in this field, in particular minimsing the impact of confounding factors, should not be used as an argument against all quantitative methods. There is still a need for empirical monitoring of the impact and effectiveness of new approaches and interventions. The predominately qualitative findings from interpretative approaches need to be complemented by quantitative data on learning performance. The question remains how best to do this.
A move towards a more quasi-experimental approach may prove useful. Quasi-experiments are typically carried in a real-world setting and involve hypothesis testing but, as they do not attempt to control for all confounding factors, there is a loss of control (Graziano and Raulin, 1997). Thus, rather than assigning students to different experimental conditions, natural or existing groups of students may be used. This could be useful in exploring the impact on performance of different approaches to implementation (for example, pairs working together compared to students working on their own on a set tasks). Experimental approaches could usefully be complemented by other methods; questionnaires and interviews could be used to explore attitudes. Video recordings could be transcribed and analysed to gain insights into what happening in the classroom. This is the approach taken by Rojas-Drummond (2000), who compared the performance of an experimental group compared to that of a control group, combining quantitative analysis with qualitative analysis, resulting in a deeper and more rounded picture.

Conclusions: Ways Forward in Educational Research (revisit)

The value of controlled experiments in educational research merits further discussion. Conducting them can prove problematic: there is a tension between reliability and validity. Reliability requires tightly controlled learning situations that, by necessity, are artificial, whereas, validity requires more natural settings, which lead to loss of control. Balancing groups is difficult: it is not possible to account for all factors that can affect learning. Lack of participation can lead to imbalances. However quasi-experimental approaches, which allow comparisons between different groups, can be useful in exploring the impact of new learning technologies on performance. 

Quasi-experimental or evaluative studies can be complemented by interpretativist approaches. Methodological triangulation reveals a more rounded and richer picture of a given learning situation. Quantitative data, such as test or assessment results, are needed to analyse learning performance. However attainment is only part of the picture. Qualitative data, which can provide insights into what students think and feel are also needed. However with all research, regardless of approach taken, there is a need for systematic inquiry, which is carefully planned and rigorously undertaken. 

Interpretativist approaches are particularly useful in illuminating particular situations and experiences. When done systematically, these insights can be helpful to others. Interviews and questionnaires can be used to explore students’ attitudes to learning and observations can be used to explore behaviour. Researchers and practitioners must share their findings 
if links between theory and practice are to be developed, thereby building up a shared understanding of the issues involved and strengthening communities of practice (Wenger, 1998). However the constraints under which the research was carried out, and the limitations these bring, must be acknowledged. Failure to address and report on these issues may lead to papers that are anecdotal and atheoretical. 

These reflections will be useful to others embarking on similar projects. They are based on concrete experiences and as such may serve to illuminate and complement the more abstract overviews found elsewhere. The establishment of new learning technology as a discipline in its own right requires research into students’ experiences when learning with new technology. Educational research is complex and challenging. This especially true in the present period when there are a range of methods and approaches to choose from. Bentz and Shapiro (1998) outline the need for ‘mindful inquiry’: the need for researchers to make an informed choice about the methods they use and to explain that choice. It is no longer enough to be proficient in a given method, for example designing and conducting controlled experiments. A range of methods will be required if we are to explore all aspects of learning, including performance, attitudes and behaviour. The modern educational researcher needs to respect the different, and at times competing, methods and traditions and appreciate the strengths and weaknesses of each in different contexts of use.
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�PAGE \# "'Page: '#'�'"  ��Mike you recommended removing all of the philosophical discussions (which I have done) and the exploration of interpretativist methods (which I have edited down but nor removed – the reason being that a central plank of my arguments is that controlled experiments in themselves are not enough (and indeed the very value has been questioned by others) and that they need to be complemented by other methods.


�PAGE \# "'Page: '#'�'"  �� Mike I have restructured this section along the lines that you suggested (or at least I have attempted to do so (). It opens with the theory – i.e. definitions of validity and reliability, why they are important and how they can be strengthen. It is then followed by a dicussion (Promoting V&R) which explores the experiences here and then ends with a discussion on alternative approaches, including interpretativist approaches which can (perhaps) be used to overcome some of the weaknesses.


�PAGE \# "'Page: '#'�'"  ��Mike I have kept this in as the introduction of full/proper research papers at the ALT-C conferences has been introduced for this very reason. Oliver is one of the driving forces behind this move. 


�PAGE \# "'Page: '#'�'"  ��Mike I have kept this in as I think it is a good example of how more interpretative approaches can complement experimental approaches by explaining why.


�PAGE \# "'Page: '#'�'"  �� You commented that this was speculative and did I ask. I did not ask but I think that the rest of the paragraph “backs this up”. To me the comments of the student are an interesting insight into what constitutes teaching and suggest that for that student you can only learn what has been taught by a lecturer. Again this finding is another example how more interpretative/qualitative approaches can lead to a richer picture (which is one of my main arguments).  The comments from the Module Leader are I think relevant because they back up my speculation and highlight a problem of doing research in a real world setting – staff and students may not consider it to be real. 


�PAGE \# "'Page: '#'�'"  ��Mike I have added this as this is one of the references the reviewer suggested we look at; the only one I could track down


�PAGE \# "'Page: '#'�'"  ��Mike I have kept this in because whilst agree with your assertion that this is what researchers should do, this does not always happen. Moreover some papers are anecdotal (a criticism I would level at previous alt-c conferences). I think we need more rigorous papers if Learning Technology is to be established as a field in its own right. This is the aim of the research paper strand at the conference, the theme of which is Communities of Practice, which is why I mention it. However if you feel it should still go then I’d bow to your better judgement.





