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Abstract 

 
A method is presented (with standard examples) based on an elementary complex integral 
expression, for developing Frobenius series solutions for second-order linear 
homogeneous ordinary Fuchs differential equations. The method reduces the task of 
finding a series solution to the solution, instead, of a system of simple equations in a 
single variable. The method is straightforward to apply as an algorithm, and eliminates 
the manipulation of power series, so characteristic of the usual approach [14]. The 
method is a generalization of a procedure developed by Herrera [4] for finding Maclaurin 
series solutions for nonlinear differential equations. 
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1.  Introduction 
 
We consider the Fuchs second-order linear ordinary differential equation (ODE)  
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with the superscript numbers in brackets denoting differentiation with respect to 

,z  the zeroth derivative being the function )(zf  itself. As usual, we assume [14] 
 

)()((z)   and   )()()( 2
00 zQzzqzPzzzp −=−=                    (1.2)  

 

are analytic functions of the independent variable ,z  with 0z  being a regular 
singular point of (1.1). .The class of linear ODE represented by equation (1.1) 
contains many of the important equations of classical Mathematical Physics and 
its solution is of sufficient practical importance to warrant further study.  
      The usual [6, 14] Frobenius power series solution for the linear ODE (1.1) is 
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with the unknown coefficients ∞
=0 }{ mma  and the index r  to be determined by 

substituting (1.3) into (1.1), which gives rise to a recurrence relation for the 
.0 }{ ∞

=mma  In particular, the index r  is obtained as the solution(s) of the indicial 
equation 
 

0)0()0()1( =++− qrprr                                       (1.4) 
 

which arises form the leading term ( 00 ≠a ) on substituting (1.3) into (1.1) [6, 
14]. This, the standard approach, involves (in general) the manipulation of infinite 
series. However, by an elementary device, the necessity for manipulating infinite 
series directly, when solving linear ODE, can be side-stepped and, in the resulting 
format, manipulations are reduced to solving simple equations along with some 
basic algebra.  
      The basis of this alternative approach to the determination of Frobenius power 
series, is the well-known formula from complex variable theory [5] (all closed-
contour integrals that occur below are assumed evaluated in the counter-clockwise 
or positive direction) 
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where z  is a complex variable and 0z  a fixed point within the closed-contour .C  
The relation (1.5) is used to ‘knock-out’ all but one term from (1.3) through a 
combined differentiation/integration process, described in detail in section 2, 
which leads to a complex integral representation, equation (2.2) below, for the 
coefficients ∞

=0 }{ mma  of (1.3).  
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      Once equation (2.2) is established, it becomes a routine matter to apply it to 
the solution of wide classes of ODE, especially those of the Fuchs’ class that are 
the main topic of discussion here. Assuming a solution of the Frobenius form  

(1.3), one multiplies through the given differential equation by ,)(1 1
0

+− nzz  

applies a contour integration (round a particular closed-path) throughout the 
resulting expression and applies equation (2.2), term by term. The result of this 
process, is that the original differential equation is transformed into the recurrence 
relation for the coefficients, ,0 }{ ∞

=nna  of (1.3), with the substitution 0=n  yielding 
the indicial equation tout court. (The process, or algorithm, transforms the dummy 
variable m  into the dummy variable .n ) From the operational point of view, the 
basic problem of solving the ODE is reduced, in practice, to the repeated solution 
of a simple algebraic equation in one variable! From the historical point of view, 
the method is a generalization of a method originated by Herrera [4] for dealing 
with Maclaurin series solutions to nonlinear ODE. 
      The path of the paper proceeds as follows. In section 2 we derive the basic 
formula, (2.2), as a generalization, to the case of a Frobenius power series, of 
Herrera’s formula for the coefficients of a Maclaurin series [4]. Next, in section 3, 
we apply the algorithm to some standard ODE from mathematical physics: the 
Bessel equation of order ν  [1, 14], the hypergeometric equation [5, 14] and 
Heun’s equation [2]. In these examples, and in the others that follow in sections 4 
and 5, we consider the problem solved as soon as we have developed the 
recurrence relation, the rest of the solution process being well-documented in the 
literature. In section 4 the Riemann-Papperitz equation is considered and we see, 
explicitly, the effects of the standard transformation approach [3] to its solution on 
the transformation of the recurrence relations for the coefficients.  Finally, section 
5 provides a brief discussion of the method (its generic problems and other 
applications) and ‘round things off’ with a another couple of examples. 
      Note that, while we have applied the method to a standard range of ‘classical’ 
equations; many other equations will, naturally, yield a solution to this approach. 
Further, we have restricted ourselves to the consideration of an individual singular 
point in each example below: the singular point at the origin. Other singular points 
of the ODE may be transformed to the origin, if necessary. 
 
2.  Derivation of the Basic Formula      
 
Progressing formally, suppose we start with an assumed Frobenius power series 
expansion of a function, ),(zf   a regular singular point ,0z  that is [14] 
 

                                        rm

m
m zzazf +∞

=
−∑= )()( 0

0
                                        (2.1) 



956                                                                                                              W. Robin 
 
 

for constant index .r  Then, with C  a closed-contour around 0z  avoiding other 
singularities of ),(zf we wish to show that, for ,,3,2,1, K+++= kkkkm

K,3,2,1,0=k  
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where, following the notation of Ince [6], for positive integers k   
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while .1][ 0 =+ rm  First, we differentiate (2.1) k times, to find that 
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Next, if we divide through (2.5) by 
1

0)( +−+− krnzz  and integrate round a closed-
contour ,C  containing 0z  while avoiding singularities of ),(zf we get, as the 
index r  cancels-out  
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so that 
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or, changing dummy variables, we have (2.2). Finally, looking back, we find 

,,3,2,1,)( K+++== kkkkmn .,3,2,1,0 K=k  We note that if r is zero, then (2.2)  
becomes the original formula of Herrera [4], that is 
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      We move on, now, to some standard examples. We note that series 
convergence is discussed, e.g., in [6], [7] and [14] and is not considered here. 
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3.  The Solution of Some Standard Second-Order Equations      
 
      In this section, we will restrict the discussion to equations with regular 
singular points at the origin. Notice that we will always write the general 
recurrence relation in terms of ,na  which is as it must be written [6, 14]. As a first 
example, we solve the Bessel equation of order ,ν  that is [1, 6, 14] 
 

0)()()()( )0(22)1()2(2 =−++ zfzzzfzfz ν                           (3.1) 
 

Next, Assuming (2.1), we divide through equation (3.1) by 
1++rnz  and integrate 

round the closed-contour ,C  to get 
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and compare the powers of the denominators of the integrands of (3.2) with that 
of (2.2) to get four equations for the dummy-variable ,m  one for each value of k  

(two, one, zero and zero, respectively), that is 
 

n  or  mrnrmkrm =−+=+−+=+−+ 1121                      (3.3a) 
and    

nr  or  mnrmkrm =+=+−+=+−+ 111                      (3.3b) 
and 

21101 −=−+=+−+=+−+ n  or  mrnrmkrm                 (3.3c) 
and    

n  or  mrnrmkrm =++=+−+=+−+ 1101                      (3.3d) 
 

Having identified the appropriate values of k  and ,m  we use (2.2), again, to 
rewrite equation (3.2), after cancelling and re-arranging, as 
 

K,,3,2,1,0     ,0])[( 2
22 ==+−+ − naarn nnν                       (3.4) 

 

Now, when ,0=n  as ,00 ≠a  we must have 02 =−a  and 
 

022 =−νr                                                    (3.5) 
 

which is the indicial equation, with solutions .ν±=r  Also, when ,1=n  we must 
have 01 =−a  and so we must set .01 =a  With 00 ≠a  an arbitrary constant, we 
recognize (3.4) as the recurrence relation(s) for ).(zJν  The third and final step is  
to solve the recurrence relation (3.4) and obtain the Frobenius series solution 
explicitly. As this is well-known [1, 6, 14], we stop here  Now, before we consider 
our next example, we pause to point-out that the index r  has, once more, cancelled-  
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out of the dummy-variable ( m ) calculations. This appears to be a characteristic of 
the method as a whole (pace section 2). 
      For our second example, we solve the hypergeometric equation, that is [5, 14] 
 

                   0)()(])1([)()1( )0()1()2(
 =−++−+− zfzfzzfzz αββαγ            (3.6) 

 

where ,α  β  and γ  are constants. As before, assuming (2.1), we divide through 

equation (3.6) by 
1++rnz  and integrate round the closed-contour ,C  to get 
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and compare the powers of the denominators of the integrands of (3.7) with that 
of (2.2) to get five equations for the dummy variable ,m  one for each value of k  

(two, two, one, one and zero, respectively), that is 
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11111 +=++=+−+=+−+ n  or  mrnrmkrm                     (3.8c) 
and    
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Having identified the appropriate values of k  and ,m  we use (2.2), again, to 
rewrite equation (3.7), after cancelling and re-arranging, as 
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or 
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with .,3,2,1,0 K=n  Now, when ,0=n  as ,00 ≠a  we must have 01 =−a  and, in this 
case, the indicial equation is 
  

0)1( =−+ γrr                                                 (3.10) 
 

so that ,0=r  or .1 γ−=r  Apparently, the first root, ,0=r  will yield an ordinary 
power series. With 00 ≠a  an arbitrary constant, we recognize, in (3.9), the recurrence  



Frobenius series solution                                                                                    959 
 
 
relation(s) for the Frobenius series solution of the hypergeometric equation [5, 14] 
and, as before, we terminate the example here. 
      As our final example in this section, we consider the Frobenius series solution 
of Heun’s equation, that is [2] 
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with εδγβα ,,,,,0≠c  and q  constants and where .1++=++ βαεδγ   Clearing 
fractions’ in (3.11), we then multiply-out and collect like terms to get 
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Next, assuming (2.1), we divide through equation (3.12) by 
1++rnz  and integrate 

round the closed-contour ,C  assuming (2.1), to get 
 

∫∫∫ +−+−+ ++−
C

rn
C

rn
C

rn dz
z

zfcdz
z

zfc
z

dzzf )()()1()( )2(

1

)2(

2

)2(
 

 

∫∫∫ +++−+ ++++−+++
C

rn
C

rn
C

rn dz
z

zfcdz
z

zfccdz
z

zf
1

)1()1(

1

)1( )()())1(()()( γεδγεδγ  

 

0)()(
1

)1()0(
=−+ ∫∫ +++

C
rn

C
rn dz

z
zfqdz

z
zfαβ        (3.13)   

 
and compare the powers of the denominators of the integrands of (3.13) with that 
of (2.2) to get eight equations for the dummy variable ,m  one for each value of k  

(two, two, two, one, one, one, zero and zero, respectively), that is 
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and    
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and    
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and 
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and    

1101 −=+=+−+=+−+ nr  or  mnrmkrm                (3.14g) 
and 

n  or  mrnrmkrm =++=+−+=+−+ 1101                     (3.14h) 
 

Having identified the appropriate values of k  and ,m  we use (2.2), again, to 
rewrite equation (3.12), after cancelling and re-arranging, as 
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or 
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with ,,3,2,1,0 K=n  and where we have used the fact that .1++=++ βαεδγ  
      In this case, from (3.15b), when 0=n  we must have ;012 == −− aa  also, as 

00 ≠a  and ,0≠c the indicial equation is (as in the previous example) 
  

0)1( =−+ γrr                                                 (3.16) 
 

so that ,0=r  or .1 γ−=r  Again, the first root, ,0=r  will yield an ordinary power 
series. Equation (3.15) constitutes the recurrence relation(s) for the Frobenius 
series solution of the Heun equation (see [2] and references therein) and, as usual, 
we terminate the explicit calculations here. However, we see that we have a three-
term recurrence relation, (3.16), for the Heun Frobenius series solution. For a brief 
discussion of this matter of three-term recurrence relations see Figueiredo [2]. 
Further, if we set 1=n  in (3.15b), we find 1a  given in terms of 00 ≠a  and we 
have, indeed, only one solution. 
 
 
4. The Riemann-Papperitz Equation 
 
In this section we consider the Riemann-Papperitz equation and its relation to the 
hypergeometric equation [3]. To facilitate the discussion, we consider, first, the 
following. The indicial equation has its own defining differential equation 
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To see this, we apply the method, with ,0=n  to (4.1), when we find that (4.1) 
transforms to 
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0)1( 00000 =++− aqraparr                                        (4.2) 
 

or, as ,00 ≠a  
0)1( 00 =++− qrprr                                              (4.3) 

 

which is, indeed, the indicial equation for (1.1). The equation (4.1) is just Euler’s 
second-order homogeneous equation and is obtained (asymptotically) from (1.1) 
when (1.2) is rewritten as 
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and then the leading terms are ‘extracted’ as .0zz →  
      We are in a position, now, to examine the Riemann-Papperitz equation, that is 
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where cba  , ,  and the sA'  and sB'  are constants and .2321 =++ AAA  There are 
three regular singular points at ba  ,  and ,c  but we will seek a Frobenius series 
solution to (4.5) by first moving the regular singular points to 1 ,0  and .∞  The 
argument is a standard one [3] and involves the determination of the sA'  and sB'  
in terms of the roots of the indicial equations corresponding to the three regular 
singular points at ba  ,  and .c  
      So, if the roots of (4.3) corresponding to az =  are denoted by ,, 21 αα  the roots 
corresponding to bz =  by 21,ββ  and the roots corresponding to cz =  are by 

,, 21 γγ  then, on shifting the singular points by taking 
 

1 , ,0 =∞== cba                                               (4.6) 
    
the Riemann-Papperitz equation may be rewritten, on clearing fractions, as [3] 
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If we apply the method to (4.7), for the regular singularity at the origin ),0( =a  
then we find, after cancelling and re-arranging, that (4.7) transforms to 
 

   )1)(1[())(( 2121 αααα −−+−−+−−+−+ rnrnarnrn n  
 

                                             12121 ])1)(1( −++−++−++ narnrn γγββ        
 

0)2)(2( 221 =+−++−++ −narnrn ββ          (4.8) 
 

Setting 0=n  in (4.8), we get the indicial equation for (4.7) as 
 

   0))(( 021 =−− arr αα                                           (4.9) 
 

as 01 =−a  and 02 =−a  identically. The relation (4.9) provides a consistency check 
on the calculation, as, with ,00 ≠a  the roots of (4.9) must be 1α  and ,2α  as 
required.  
      As a further consistency check on (4.8), without actually writing out the 
series, we note, following [3] again, that (4.7) reduces to the hypergeometric 
equation, (3.6), ‘after reduction’, when we choose 
 

γαα −== 1 ,0 21  with ββαβ == 21  ,  and βαγγγ −−== 21  ,0         (4.10) 
 

In this reduction process, we expect (4.8) to ‘reduce’ to (3.9) and this is the case. 
Further, making the substitutions (4.10) in (4.8), we find that, after some algebra 
 

      1)1)(1()1)(( −+−++−+−+−++ nn arnrnarnrn βαγ  
 

0)2)(2()2)(1( 21 =+−++−+++−+−+− −− nn arnrnarnrn βαγ           (4.11) 
 
which is satisfied if 
 

0)2)(2()2)(1( 21 =+−++−+++−+−+− −− nn arnrnarnrn βαγ       (4.12a) 
 

as then 
 

0)1)(1()1)(( 1 =+−++−+−+−++ −nn arnrnarnrn βαγ             (4.12b) 
 
also, and we have retrieved the recurrence relation (3.9b) for (3.6), as required. 
 
 
5.  Conclusions and Discussion 
 
While the modern trend is for solving ODE using computer algebra systems [13] 
(which is perfectly natural and necessary in most cases) the facility with which the  
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present method produces the coefficients for Frobenius series solutions to linear 
ODE is exceptionable. The technical problems involved in finding the indicial 
equation and the recurrence equation in the standard approach (see, e.g., [14]) are 
replaced, now, with the solution of simultaneous simple equations, along with the 
necessary algebra, a fact that holds true in general and not just for the examples 
presented above. Indeed, in the examples presented in the previous section we 
have considered one singular point only. But, as mentioned above, when other 
singular points exist, as with the hypergeometric and Heun equations, a change of 
independent variable ( 0zzw −= ) transforms these singularities to the origin and 
the method proceeds as before (this applies to ‘the point at infinity’ also [9]).      
      Further examples can be generated by considering the confluent hyper-
geometric and Heun equations [5, 9] with the same type of procedure dealing with 
these equations with equal facility as with the examples presented in section 3. 
Additionally, as pointed out by Hildebrand [5], many second-order equations are 
special cases of 
 

0)()(1)()(1)()1( )0(
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zfzR M
M

M
M
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for particular choices of the constants . and ,,,, 00 MMM RQQPPM  In fact, special  
cases of (5.1) include [5] the Bessel equation, Legendre’s equation, Gauss’s 
hypergeometric equation, the confluent hypergeometric equation, the Hermite 
equation, the Chebyshev equation and the Jacobi polynomial equation. Naturally, 
it is possible to ‘attack’ (5.1) using the present approach also. 
      At this point in the discussion we turn to some other, related, matters in the 
solution of (1.1). There are two immediate problems to discuss: the necessity to 
solve, or at least deal with, three-or more-term recurrence relations, and the 
determination of the ‘second solution’ to (1.1) – which will not, in general,  be 
another Frobenius series solution, if the roots of the indicial equation differ by an 
integer [12, 14]. 
      In the case of three-term recurrence relations, one of the standard means of 
avoiding three-term recurrence relations is to transform ODE to an alternative 
form, in the hope that the transformed ODE has a power series solution with a 
two-term recurrence relation. For examples of this, see reference [14]. Failing this, 
such three-or more-term recurrence relations must be tackled on a case-by-case 
basis and this is where computer algebra systems come back into consideration. 
(See, also, reference [2] for a brief overview of the ideas behind the solution of 
three-term recurrence relations.) 
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      As for the determination of the ‘second solution’ to (1.1), we have, at least in 
principle, the general solutions to our equations through the ‘reduction of order’ 
method [14]. Alternatively, the special ‘derivative method’ for finding a second 
solution (given a Frobenius series solution), as explained, for example, in the 
standard textbook of Rainville [12]. can be attempted. Or, again, it is possible to 
derive an ODE for the ‘series part’ of the known form [14] of the second solution 
and solve this using the present method. The actual choice of which method to  
attempt will depend on the particular circumstances and the details of the ‘first 
solution’. 
      Naturally, the method presented here can be applied to higher-order ODE.  
Suppose we consider the example of the ℓth-order linear homogeneous ODE with 
four singularities analysed, recently, by Kruglov [10]. that is 
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‘Applying the method’, we find that (5.2) transforms to 
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so that, with ik =  and using (2.2), we get the general recurrence relation 
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and, when ,0=n  we get the indicial equation (as 012 == −− aa  while 00 ≠a ) 
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and we have Kruglov’s scheme [10], so we finish here. 
      Finally, we wish to draw attention to a certain ‘family relationship’ between 
(2.2)/(2.7) with ,0=r  and the Caputo fractional derivative [8] 
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though (5.6) is applied to different types of equations and in a different way [8]. 
 



Frobenius series solution                                                                                    965 
 
 
References 
 
[1]   Erdélyi A. (Editor): Higher Transcendental Functions Volume II McGraw- 
        Hill, New York (1955). 
[2]   Figueiredo B. D. B.: Generalized spheroidal wave equation and limiting     
        cases. J. Math. Phys. 48 (2007) 013503. 
[3]   Forsythe A. R.: Theory of Differential Equations. (Volume 4) Part III                     
        Ordinary Linear Equations. Cambridge University press (1902). 
[4]   Herrera J. C.: Power series solutions in nonlinear mechanics. 
        Brookhaven National Laboratory Report 37494. Undated. 
[5]   Hildebrand F. B.: Advanced Calculus for Applications. Prentice-Hall, 
        New Jersey (1962). 
[6]   Ince E. L.: Ordinary Differential Equations. Dover, New York (1956). 
[7]   Jeffrey A.: Mathematics for Engineers and Scientists, Fifth Edition. 
        Chapman and Hall, London (1996). 
[8]   Kilbas A. A., Srivastava H. M. and Trujillo J. J.: Theory and Application of      
        Fractional Differential Equations. Elsevier, Amsterdam (2006). 
[9]   Kristensson G.: Second Order Differential Equations; Special Functions and   
        Their Classification. Springer, New York (2010). 
[10] Kruglov V. E.: Solution of the linear differential equation of nth-order with  
        four singular points. Annales Univ. Sci. Budapest., Sect. Comp. 32 (2010)  
        23-35. 
[11] Nikiforov A. F. and Uvarov V. B.: Special Functions of Mathematical 
        Physics. Birkhauser, Basel (1988). 
[12] Rainville E.D. and Bedient P.E.: Elementary Differential Equations, Seventh  
        Edition. Macmillan Publishing Company, New York (1989). 
[13] Seiler W. M.: Computer Algebra and Differential Equations - An Overview  
        mathPad 7 (1997) 34-49. 
[14] Simmons G. F.: Differential Equations with Applications and Historical      
        Notes, Second Edition. McGraw-Hill, London (1991). 
 
 
Received: April 30, 2014 


