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Abstract
Working within the EU funded COMPANIONS program, we report recent work with a Wizard of Oz (WoZ) dialogue collection system.
COMPANION systems require complex models of dialogue, and new models of evaluation. Wizard of Oz dialogues give us a mechanism
to explore both of these research issues. We describe a new corpus of companionable dialogues collected using our WoZ system.

1. Introduction
Conversational agent technologies, such as those under de-
velopment in the EU-funded COMPANIONS program1 re-
quire new models of human-machine interaction. Compan-
ions are targeted as persistent, collaborative, conversational
partners, where the user may have a wide degree of initia-
tive in the resulting dialogue. Rather than singular, focused
tasks, as seen in other deployed dialogue systems, fully de-
veloped Companions can have a range of tasks, and will be
expected to switch between them on demand. Some of the
tasks are not defined in such a way that an automatic sys-
tem can know a-priori when the task is complete (such as
annotating photographs) or even that the task itself is one of
maintaining a relationship. In order to develop models for
these agents, and test new methods of evaluation, we need
a series of Wizard of Oz experiments to test Companion
conversational behaviours.
In order to explore dialogue strategies for Companions, we
are pursuing a series of Wizard of Oz (WoZ) experiments
(Kelley, 1984). Utilising a WoZ approach allows us both
to collect sample dialogues and interactions with our
companion prototype systems (useful for developmental
purposes), and to test final evaluation metrics on a complex,
realistic set of interactions, so as to tune our evaluation
parameters. This is important, as evaluation of companion
systems cannot rely on known dialogue metrics such as
task completion and user satisfaction. If the goal of the
dialogue is to build and maintain a relationship, or to
effect (positively) the mood of the user, we need to work
with a series of realistic human-machine interactions to
determine the impact of utterances on the user over the
course of an interaction. Using our current WoZ system,
we are investigating the impact of parameters such as
content or timing of a companion utterance in a controlled
environment, where the wizard has a strict series of
guidelines to control the interaction to identify and/or react
to certain user driven situations. These experiments will
enable us to further refine our initial evaluation paradigm
for companion technologies (Webb et al., 2010; Benyon et
al., 2008). For example we are developing our scheme to
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include sub-categories of appropriate behaviour, such as
appropriate uses of empathy or humour. For example, if
the interaction proceeds as follows (with numbers added to
identify individual utterances within a turn):

(1) User: “I was having a good day (i). I had a pretty
good meeting (ii). Later I was told I would be let go at the
end of next week (iii)”
(2) System: “Well, it’s good you had an overall
positive day. I’m glad the meeting went well...”

Here, the user turn contains three individual units or ut-
terances. Of those, two ((i) and (ii)) are positive, and one
(iii) is negative. Depending on the strategy the Companion
deploys, it may behave appropriately or not. In our exam-
ple, the system has determined that the overall tone of the
user statement is positive, and is responding accordingly.
However, this overlooks the vital importance of the nega-
tive information in utterance (iii). We need to annotate this
utterance as being inappropriate to some strategy. To be
able to reason about this in a meaningful way, we require
benchmarking dialogues.

2. Companions Concept
The Companions vision is that of a personalised conver-
sational, multimodal interface, one that knows its owner
and is implemented on a range of platforms. Companions
are advanced spoken language dialogue systems, that at-
tempt to go beyond the limited functionality of current task-
oriented systems, to be cooperative, collaborative dialogue
partners, that form long term relationships with the user.
Companions draw upon speech recognition, multimodal
human-computer interfaces, intelligent agents, knowledge
representation and inference and human language technol-
ogy all presented through an intuitive, natural interaction.
Benyon and Mival (2008) characterize Companions as an
example of ‘personification technology’. These are tech-
nologies designed so that people form relationships with
them. The aim is to move from human-computer interac-
tion to human-technology relationship design. Benyon and
Mival (2008) identify five key features of technologies that
need to be considered; utility, form, emotion, personality



and social attitudes. In the case of Companions, conver-
sation is the central part of the interaction, and it is thus
primarily through conversation that relationships will be
formed. We believe that human-computer dialogues can
be evaluated in terms of the quality of speech, the dialogue
itself, the tasks, the users and the appropriateness of the di-
alogue for the context in which it takes place.
In particular we are interested in developing behaviours and
attitudes in people that demonstrate movement towards re-
lationship forming. Several authors have shown the im-
portance of recognising that people are quite keen to have
relationships with technologies. Lester et al. (1997) dis-
cuss the persona effect and how having a character at the
interface helped people to learn in an educational environ-
ment. Reeves and Nass (1996) discuss the ‘media equation’
and how people will attempt to form relationships with just
about any technology. Bickmore and Picard (2005) argue
that maintaining relationships involves managing expecta-
tions, attitudes and intentions. They emphasise that rela-
tionships are long-term built up over time through many
interactions. Relationships are fundamentally social and
emotional, persistent and personalised.
For the current Companions demonstrator, we are focusing
on a system that performs around a “How was your day”
scenario. The basic construct of the scenario is that, fol-
lowing a day at work, the user engages in dialogue with
the system, evaluating their day, recounting events (such
as meetings, presentations and appointments) and interac-
tions with people (having coffee with Bob, for example).
The Companion will respond in an emotionally appropri-
ate manner to the input. Emotional appropriateness can be
defined in many ways, and in this paper we explore two
possible options, empathy and positivity.
In order to move from our initial demonstrators toward sys-
tems that are more ‘companionable’ in nature, we need to
identify those behaviours required from Companion sys-
tems, and develop an evaluation strategy for these features.

3. Wizard Strategies
In order to test our evaluation paradigm on companionable
dialogues, we devised a small series of WoZ experiments
using a system developed at Napier University (Bradley et
al., 2009), which is functionally similar if less developed
than the Sensitive Artificial Listener (SAL) system2, that
allows us to explore issues surrounding the “How Was Your
Day” (HWYD) scenario. We decided to focus on three po-
tential strategies for the Companion to adopt in response
to the HWYD scenario: empathy, positivity and adaptive.
These are of course not the only strategies to employ, but
they reflect the choices made by the Companion system
designers for the advanced prototype. Focussing on these
strategies allows us to make assumptions about the tech-
niques a system could use to achieve companionable be-
haviour.
Empathy is defined by us to mean that the Companion al-
ways tries to mirror the overall mood of the user. Positivity
is a more proactive approach, where the Companion tries to
move the mood of the user toward the positive. Adaptive is

2www.vf.utwente.nl/ hofs/sal/

the most complex strategy, where the Companion deploys
both empathy and positivity in response to context, the user
model, and interactions with the user. To achieve these
strategies, there are a number of possible techniques, and
for WoZ purposes, we looked at selection of these, given
below.
First of all, we need some way of assessing the overall
mood of the user, based on their contribution to the di-
alogue. At this stage in the Companions project, we are
using only text based mood classification, ignoring for in-
stance facial expressions or measurable affective indica-
tors outside of prosody. Each user can (and is expected
to) utter long utterances, containing many pieces of infor-
mation. Take for example turn (1) from our previous ex-
ample. These turn contains three utterances. We indicate
that the overall mood of the utterance is positive, but that
there is important specific negative information presented
in the final utterance (iii). We need to keep a track of
the current ‘mood score’ given the input from a user, and
compare that to instances where we try to pay attention to
specific pieces of information in the turn. We calculate a
cumulative score for the entire user turn and use this as
a shorthand for determining the overall mood. To obtain
the cumulative score, the wizard analyses each utterance in
the user turn, and calculates the approximate sentiment of
each on a coarse scale. The wizard then sums the senti-
ments (for our examples, we use coarse grain positive (+1),
negative (-1) and neutral (0) representations), and uses this
score to reflect the mood of the user in the current turn.
This is currently performed by hand by the wizard in real
time, although in future WoZ experiments, we wish to use
the same mechanisms as the Companions demonstrator di-
rectly, such as textual sentiment analysis (Strapparava and
Mihalcea, 2008) and EmoVoice (Vogt et al., 2008) for iden-
tifying emotion in speech.
For example, the user turn “I had a terrible meeting, where
my presentation went really badly. But then I had a great
conversation over coffee with my boss” could be scored as
(-1 + -1 + 1 = -1, or negative overall). This is a very fast
approximation of the overall mood of the user. Once this
has been established, the wizard must choose a technique
to identify how to respond to the user. These techniques are
independent of the overall strategy, but present a structured
way in which a Companion, employing a given strategy,
might choose to respond to a user. We investigated four
techniques for managing this response, two based on order
of occurrence of concepts in the user turn, one based on
the polarity of the individual utterances with respect to the
overall strategy, and one based on specific utterance con-
tent. These choice of these techniques is arbitrary, but we
choose them only to motivate a range of possible interac-
tions. We give a short overview of each technique, below.

• TEMPORAL ORDER: Deal with each user utterance
in the order in which it occurs. Example:

User: “I had a terrible meeting, where my presen-
tation went really badly. But then I had a great con-
versation over coffee with my boss”
System (empathetic): “I’m sorry to hear



about your meeting, that’s terrible. And your presen-
tation too, I know you worked so hard on it. But it is
great that you got a chance to talk with Bill”
System (positivity): Oh, that’s a shame
about the meeting, but you shouldn’t worry. You said
that the meeting would be bad, and that it didn’t count
for much. And people usually like your presentations,
so it must have just been an off day....”

• RECENCY ORDER: Deal with each user utterance
in reverse order (i.e. the most recent thing is the most
important). Example:

User: “I had a terrible meeting, where my presen-
tation went really badly. But then I had a great con-
versation over coffee with my boss”
System (empathetic): “well, it’s great that
you had some one to one time with your boss, but what
a shame about the other things that happened”

• TARGET (positive or negative): Rather than address
all (or an arbitrary) utterance in the user turn, target
a particular utterance with respect to a strategy. For
example, if the strategy is positivity, the Companion
could either emphasise (and therefore talk about) the
positive utterances in the turn (reinforcing the good
things) or address (and repair) the negative utterances
in the turn. Example:

User: “I had a terrible meeting, where my pre-
sentation went really badly. But then I had a great
conversation over coffee with my boss”
System (positivity, target +ve):
“well, it’s great that you had some one to one time
with your boss, that’s a useful thing to have done”
System (positivity, target -ve):
Wow, I can’t believe the presentation went badly, you
worked so hard, maybe they didn’t have enough time
to understand the contents....”

• PRIORITISE: Using information from the context or
the user model, identify which of the utterances in the
turn is most important at that time. We include this
option as we believe it is clearly important to drive the
behaviour of the Companion, but perform minimal
evaluation at the moment, until integration of the user
model is completed. Example:

User: “I was having a good day. I had a pretty
good meeting. Later I was told I would be let go at the
end of next week“
System (empathetic): Oh my, you’ve been
let go. That’s terrible. How awful. You must feel really
down”
System (positivity): You’ve been let go?
Well, that’s never good news, but in the last two
months you’ve been really unhappy there. And you’ve
often said they don’t pay well, and the benefits are
poor. So I suppose here is your chance to make a fresh
start”

This list does not represent an exhaustive set of techniques
for a Companion to adopt. Instead it represents a small
set of possible techniques used to guide the wizard in our
user sessions, in an attempt to generate both appropriate
and inappropriate responses to user turns. We explored
each of these techniques through a series of small, in-house
WoZ sessions, and identified that in order to best achieve
our desired strategies (of empathy and positivity), a sim-
ple Wizard Strategy Matrix (shown in Figure 1) could be
used. The first step of such a matrix is to use the CU-
MULATIVE method to determine the overall score of the
user turn, by looking at the individual concepts and their
sentiment. Then, depending on the current strategy of the
wizard, the matrix indicates which concept (or concepts) in
the user utterance to address, either the positive or nega-
tive concepts. Finally, the wizard has to implement one of
the techniques listed above. Although this appears to be a
lot of processing on the part of the wizard, most of these
choices are made a-priori. For example, for one particular
session, it will be pre-determined that the wizard is adopt-
ing the strategy of “positivity’ ’. The wizard calculates the
cumulative score on the fly, and is reminded which concepts
overall to target for the given strategy. The wizard then ap-
plies one of the techniques (again, chosen a-priori), such
as “recency order”, to determine which specific concept (in
the case of multiple options) to address.
This use of the matrix and the techniques only ensures that
we generate a range of possible interactions, which can be
assessed at both a global level (did the interactions seem
reasonable) and at the utterance level (using appropriate-
ness annotation, as described in Webb et al. (2010)). Note,
this matrix says nothing about how the wizard should ad-
dress the utterance, leaving that to the discretion of the wiz-
ard. The matrix was created using a combination of wizard
intuition, in combination with early results from WoZ ex-
periments.
The underlying assumptions here are as follows. When the
system is being empathetic, it should mirror the overall sen-
timent of the user. To do so, when the overall sentiment is
positive, the wizard will ignore any negative input in the
user turn. Similarly, when the overall input is negative, the
wizard issues platitudes with respect to only the negative
concepts in the user turn. Note we don’t include anything
in this table about overall neutral statements. When there is,
for example, one negative and one positive concept in the
turn (i.e. a cumulative score that is neutral). We decided
that the wizard should select one of the techniques (such
as recency or temporal order) and apply them to the input,
irrespective of the polarity of the selected concept.
Using this combination of strategies and techniques, we
have so far collected 20 dialogues with the wizard, fulling
ten possible combinations of concepts in the user input.
We selected a maximum of three concepts per input, from
scenarios given to users matching the ‘HWYD’ scenario.
The fourteen possible combinations of concepts (repre-
sented by (+ve) for positive concepts and (-ve) for negative
concepts) are shown in Table 3., where our example of
earlier:

User: “I was having a good day (i). I had a pretty
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Figure 1: Example implementations of two WoZ strategies, empathy and positivity

good meeting (ii). Later I was told I would be let go at the
end of next week (iii)”

would match the condition (+ve) (+ve) (-ve) . Conditions
(1), (2), (8) and (9) are relatively straightforward choices
(in (1) and (8) there is only a single concept to address. In
(2) and (9), whilst there are more concepts, they share po-
larity, and will have the same issues as conditions (4) and
(11)) and so were excluded from this first experiment. In-
stead we concentrated on the 10 remaining conditions, and
asked a wizard to role play these scenarios using each of
the two strategies, positivity and empathy. Note that whilst
combinations such as (6) and (13) are equivalent on a cu-
mulative scale (both are a net negative), there is a difference
with respect to the techniques used to address them. If we
are using temporally based techniques, it will alter which
of the concepts we address first.

(1) (+ve) (8) (-ve)
(2) (+ve) (+ve) (9) (-ve) (-ve)
(3) (+ve) (-ve) (10) (-ve) (+ve)
(4) (+ve) (+ve) (+ve) (11) (-ve) (-ve) (-ve)
(5) (+ve) (+ve) (-ve) (12) (-ve) (+ve) (+ve)
(6) (+ve) (-ve) (-ve) (13) (-ve) (-ve) (+ve)
(7) (+ve) (-ve) (+ve) (14) (-ve) (+ve) (-ve)

Table 1: Possible concept combinations for user input

Having collected initial interactions, we are now in the pro-
cess of refining our wizard intructions for a larger scale data
collection.

4. Future Work
The next step for our WoZ experiments is to focus more
clearly on what the Companions consortium terms ‘inter-
ruptions’ (although others might consider them ‘feedback’,
or in some cases ‘back channels’). We will look at two
issues, the timing and the content. For the timing, we see
that the user could interrupt at the beginning of system
output, somewhere in a notional mid-point of an utterance,

or at the end (in which case, it’s not really an interruption).
From a content perspective, we see that there are generally
positive interruptions (“yes, you’re right”), generally
negative interruptions (“no, that’s not the problem”) and
interruptions that can be seen as somewhat neutral (“well,
maybe”). The impact of these interruptions is intuitively
clear, and for the wizard with respect to our interaction
strategies, could be the key to a third strategy, that com-
bines parts of an empathetic and positive approach into an
‘adaptive’ strategy. Consider the following example, where
ellipsis (“...”) at the end of the system utterance indicates
that the user interrupts at this point:

User: “I had a terrible day, the meeting really didn’t
go well, and Sarah couldn’t help”
System: “Well, that’s a shame about Sarah, you think
a friend would do more...”
User: “No, no, it’s not Sarah’s fault, it’s that my boss
didn’t have clear expectations”

In this example, the user has interrupted the system early in
the output (the system has talked about just one concept, in
this case the last one introduced by the user) and has done
so negatively (using the cue phrase “no” repeatedly, for
example). We can infer that this interruption should change
the nature of the system output (and probably update the
user model) to reflect that the meeting (and the boss) have
negative polarity. Contrast this with the following example:

User: “I had a terrible day, the meeting really didn’t
go well, and Sarah couldn’t help”
System: “Well, it was nice of Sarah to try...”
User: “Well, I suppose so”

Here we read that although the interruption is early, it is
somewhat positive. We hypothesise that under this condi-
tion the Companion will continue with the turn as previ-
ously planned. We intend to experiment with three values
for the interruption timing (early, middle, late) and three
values for the interruption content (positive, negative, neu-



tral) and determine how the system response to these in-
terruptions could be annotated to reflect appropriate or in-
appropriate system behaviour. Finally, we will experiment
with issues surrounding system delay. It seems clear that
the level of acceptable delay is correlated with user expe-
rience of companion-like technologies. Experienced users
are more tolerant to extended system delay (under the hy-
pothesis that we know the system to be working). The same
is not true for naive users, and we wish to explore the pa-
rameters of delay (what is appropriate time to assume end
of user turn, what delay is acceptable before system re-
sponse, should time be left to allow or facilitate interrup-
tion).

5. Discussion
So far, we have conducted a small number of WoZ dia-
logues in total using the interaction strategies of ‘empathy’
and ‘positivity’. Our simplified early wizard experiments
indicate that the most challenging areas (i.e. those in which
the best strategy is really not clear) are when the mood is
generally positive, and the system is deploying a positive
strategy (what can a wizard say to someone that doesn’t ap-
pear patronising), and for both strategies when the overall
mood of the utterance is neutral. It seems clear already that
the only way to correctly address some situations is to have
a deeper understanding of the content of the concepts, as
opposed to the shallow analysis we currently perform. We
are addressing these situations with new WoZ experiments,
and are in the process of exploring the wizard matrix more
thoroughly, by deploying the WoZ experiment with a hand-
ful of naive users (users not familiar with the Companion
concept), to determine if the data we generate for short in-
teractions is useful for testing our evaluation paradigm us-
ing appropriateness annotation (Webb et al., 2010).
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T. Vogt, E. André, and N. Bee. 2008. Emovoice –
a framework for online recognition of emotions from
voice. In PIT ’08: Proceedings of the 4th IEEE tuto-
rial and research workshop on Perception and Interac-
tive Technologies for Speech-Based Systems, pages 188–
199, Berlin, Heidelberg. Springer-Verlag.

N. Webb, D. Benyon, P. Hansen, and O. Mival. 2010. Eval-
uating Human-Machine Conversation for Appropriate-
ness. In Proceedings of the Seventh International Con-
ference on Language Resources and Evaluation (LREC),
Valletta, Malta.


