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Abstract
ERMIA (Entity-Relationship Modelling of Information Artefads) provides an extension to entity-relationship
modelli ng techniques to provide astructural representation of the interadion between people and “information
artefads’. Such a representation may then be used to compare mntrasting interfacedesigns or identify potential
usability problems in an existing system. In this paper we present an appli cation of ERMIA analysis to a version
of the XBarnacle semi-automated theorem proving system that features interactive proof critics.

1. Introduction

Benyon and Green have introduced a method for understanding and describing Human-Computer Interadion
known as ERMIA (Entity-Relationship Modelli ng of Information Artefads (Benyon and Green, 1995 Green and
Benyon, 1996 Benyon, Green and Bental, in presg. ERMIA uses an extended entity-relationship modelling
technique to provide astructural representation of the interadion between people and computer systems or other
information artefads. This representation can then be examined and dscussed between designers in order to
highlight feaures of the interface The mnstruction of the model can itself reved insights into a proposed design
and the final models used to communicate between designers or between users and designers.

ERMIA can be used in a number of ways during interface development; to look at possble
interfaces at an ealy stage of design, long before the final rendering hes been dedded on; to compare diff erent
mental models (designer’ Suser’s, or aaossdifferent users); or to analyse distributed systems, i.e. worksystemsin
which requisite information is distributed across different people and/or artefacts.

In this paper we show how ERMIA may be used to provide a onceptual model of a theorem prover
and a perceptual model of an interfaceto this theorem prover. We then show how analysis of the anceptua
model in itself and also with relation to the perceptual model may highlight potential usability problems. We dso
describe some experimental results sowing how some problems identified during the ERMIA analysis then
arose during an empirical evaluation of the theorem prover.

2. XBarnacle and Interactive Proof Critics

XBarnade (Lowe axd Duncan, 1997 is a version of CLaM automated proof planner (Bundy, van Harmelen,
Horn and Smaill, 1990 incorporating a graphicd user interfacethat all ows users to interad with CLaM during a
proof. XBarnade is designed to allow users to step in and use their domain knowledge to guide CLaM in the
seach for a proof. This might be gpropriate if they conclude that CLaM is pursuing an urproductive search
strategy or CLaM performs a proof step the user knows is unproductive.

The version of XBarnade described in this paper also fedures an implementation of interadive
proaf critics (Ireland, Jadkson and Reid, 1997 Jadson, 1996. Proaf critics (Ireland, 1992 Ireland and Bundy,
1996 provide functionality to CLaM to alow the patching of failed proof steps allowing then to succeel.
Examples of proof patches include generating a required lemma, performing a cae-split or revising an induction
step ealier in the proof. Critics are asciated with CLaM’s methods and are triggered by patterns of fail ure of
the related methods preconditions. Proof critics can extend the power of CLaM allowing it to prove theorems
previously beyond its read. Interadive proof critics allow a user to interad with a proof critic and view all the
possble patches that a aitic proposes and to apply, customise or rejed these. Interading with proof critics may
improve the dficiency of CLaM over the purely automated critics version and also all ow theorems to be proven
that are beyond the read of the aitomated CLaM. Part of the functionality of the interadive proof critics is an
explanation fadlity which describes why a method failed in terms of its precnditions, why a aitic was
applicable, in terms of failure of the associated methods preconditions, and what the critic will do.
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3. An Introduction to ERMIA

The entity-relationship (E-R) model is a graphicdly-based technique for representing the things of interest
(entities) in an application and the asciations between them (relationships). An Entity type is an aggregation of
one or more property (or attribute) types. The concept of an entity provides two types of abstradion. The
aggregation of properties into entities all ows the designer to focus on the entities and to suppress detail s of the
attributes. The dassdficaion of entity occurrences as entity types all ows the designer to ded with a dassof things
rather than the individual things themselves. For example the methods (spedfications of tadics) used by CLaM
can usefully be viewed as instances of an entity METHOD, say, which has attributes Name and Definition, and
so on.

Entities in the same set have the same types of attribute, though typicaly these atributes will take
different values for different occurrences of the entity. For example, eaty method will have adifferent value for
the Name attribute. Entities are defined by their attributes. The charaderistics which define an entity are obtained
by analysts in consultation with users. ERMIA does not accept that there is an objedive world waiting to be
caved up into a universal set of entities. Entities are subjedive. Defining the antities makes such subjedivity
explicit.

A further level of abstradion may be obtained by recognising that entities can have sub-types. This
allows us to generalise cetain charaderistics or relationships between entity super-types, whil st recognising that
the sub-types may differ from the super-type in some (relatively) minor resped. For example & XBarnade
allows user-CLaM collaboration during a proof we have the notion of an AGENT entity with sub-types USER and
CLAM (the CLaM planner) as both these antities may take adions in CLaM. Each sub-type of an entity may
share some atributes and/or relationships with their super-type entity but differ in others. Entitiesin ERMIA aso
demonstrate the principal of encegpsulation. It is possble and often desirable to ded with quite complex artefads
as if they were asinge antity, hiding the detail s of their construction. This type of abstradion again delivers a
degree of simplification which makes for a more powerful model.

Conceptual entities, or concepts, are agnitive onstructs. Conceptual entities can be seen as having
some arrespondence with the ideas or notions which users and/or designers have in their minds. We develop
concepts in order to make sense of the experienced world. We represent those concepts and the relationships
between them by developing ERMIA models. Perceptual entities are things in the experienced world which are of
interest to the ERMIA modell er within the terms of some discourse. They are defined at some level of abstradion
which is suitable for the intended perceivers.

In ERMIA, entities (but not relationships) have d&tributes (also known as properties or
charaderistics). An entity is the aggregation of its attributes in that it is defined as the total of its attributes.
Usually one or more of the dtributes are used to dstingush between entity occurrences. This attribute (or
attributes) is known as the antity identifier. For example Name may be considered to be the identifying attribute
of the METHOD entity since eab method used by CLaM has a unique name. The structura attributes of
perceptual entities are their percavable caraderistics (typicdly visual, audible or tadile properties).
Behavioural attributes describe perceptual changes which occur under certain circumstances. An important
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development for ERMIA modelsisthat perceptual entities are not always distinguishable from one another. Thus
we introduce the notion of a ‘clone’; an entity type which has instances which are perceptually indistingushable
from other instances of that entity.

In ERMIA, asin ER models, entities are asciated with ead other and sometimes with themselves
through relationships. There may be more than one relationship between entities. A one-to-one relationship (1-1)
between entities A and B associates an occurrence of entity A with at most one occurrence of entity B and an
occurrence of entity B with at most one occurrence of entity A. A one-to-many relationship (1-m) between entities
A and B may asciate many occurrences of entity B with ead occurrence of entity A, but ead occurrenceof B is
asciated with at most one occurrence of A. A many-to-many relationship (m-m) permits many occurrences of
entity B to be assciated with eat occurrence of entity A and many occurrences of entity A to be asociated with
ead occurrence of entity B. It is useful to decompase m-m relationships by the introduction of a new entity. For
example there is a potential m-m relation between goals and methods snce amethod may be gplied to a number
of goals and eath goal may have anumber of methods applicable to it. In Figure 2 we have broken up this m-m
relationship reveding the entity TESTED METHOD, resulting from the gplicaion of a spedfic method to a
specific goal.

Further semantics of relationships are represented by including participation conditi ons of entities in
relationships. Mandatory participation constrains the entities in a set so that they must always participate in the
relationship. Optional participation allows me or al occurrences of an entity not to participate in the
relationship at any particular time. Sometimes it is desirable to insist that an entity must participate in two or
more relationships (inclusivity). Thisis represented on an ERMIA diagram by suitable annotation of the diagram.
Similarly we may want to represent that an entity may only participate in one of severa relationships
(exclusivity). Other constraints on the participation of entities in relationships may be represented by natural
language annotations.

The basic notation used for ERMIA is down in Figure 1. Figure 2 presents an ERMIA of the
conceptual elements in XBarnacle.

4. A Perceptual ERMIA of the XBarnacleinterface

The XBarnade interfacemay be viewed as a viewport onto the underlying conceptual domain. In Figure 3 we
present a perceptual ERMIA of this viewport, components of which are shown in Figure 4. Where conceptual
entities and attributes are rendered at the interfacewe have used the same entity and attribute names as in the
conceptual model of the underlying CLaM system. Note that there ae new entities, however, for example
METHOD-SCORE PAR or WHY METHOD FAILED EXPLANATION, which have no spedfic conceptual
analogue.

Note that nodes (denoting a super-type of the perceptua entities representing PROOF STEPS and
OPEN GOALS) have aperceptual attribute, Colour, and that the value of this attribute diredly refleds the type of
node (i.e. isit a proof step node or an open goal node). Note dso that nodes in the proof plan as displayed by
XBarnade ae dones as there may be no way to tell certain occurrences of nodes apart at the interface This may
have serious implications for the user as we describe in the next section.

5. Using ERMIA to I dentify Potential Usability Problems

We now give examples of how analysing the conceptual ERMIA in itself, and also comparing the conceptual
ERMIA to the perceptual ERMIA of the viewport, can highlight potential usability problems. The work on
ERMIA models of XBarnade was done & part of research into the utility and usability of interadive proof
critics. A co-operative style evaluation (Monk, Wright, Haber and Davenport, 1993 has been performed to
addressthis question. One of the ams of this evaluation was to seeif the problems highlighted by an ERMIA
analysis undertaken prior to the evaluation arose in adual use of the interface by red users, thereby giving
evidence @ to the utility of conducting an ERMIA analysis. When discussng the problems highlighted by
ERMIA we shall give examples where those problems arose in practice.

Problem 1. A Problem Dueto the Collabor ative Natur e of the I nterface

From our knowledge of how XBarnade is used we know that a proof step may have been chosen by the CLaM
planner or the user. However our ERMIA model shows that neither the PROOF STEP nor APPLICABLE
PROOF STEP entities (of Figure 2) of XBarnade @ntain any attribute to record which agent adualy applied
ead proof step. Thus the system is limited in that there is no means of determining the division of labour (if any)
between the CLaM planner and a user when performing a proof. Related to thisis the fad that critics may also be
responsible for applying proof steps and, again, no means of storing this fact, in such cases, is provided.



This is important since users and ather interested parties may over-estimate or under-estimate the
power of CLaM or may gain a false impresson of the reasoning strategies used by CLaM if this information is
not avail able to them. An example of this arose during the evaluation. One participant, an expert in CLaM and
proof critics, remarked on being presented with a proof:

“..50 its chosen aninduction on a doule indwction on awhich was very deve of it. How did it manage to
think of a double induction? That's cunning.”

The participant was unaware that the double induction resulted not from a method applicétion, as they assumed,
but rather from a aitic which may redo induction steps. Another participant, also an expert in CLaM stated
during the same example:

“That’s no normal induction analysis...that's somebody being clever”

This problem is an example of how providing functionality at the interface (in the cae of user/CLaM

collaboration) or providing conceptual and/or interfacefunctionality (in the cae of proof critics or interadive
proaof critics) can crede the neal for new attributes in certain urderlying conceptual entities to suppat the
impli cations of this additional functionality. In this example this would perhaps entail the aldition of an attribute
to the anceptual PROOF STEP entity to identify who exeauted ead step in the proaof (or if the proof step arose
from a critic application) and the provision at the interface of a suitable presentation of this new attribute.

Problem 2. Positionsin the Proof Plan

Figure 3 shows how XBarnade displays proof steps and open goals using a node entity. Analysing the ERMIA
we seethat this entity (and henceits rendition at the interface has no identifying attribute meaning that nodes at
the interface @ae dones - node antities do have an attribute Location, the location of the node on the XBarnade
display, but this may change & a proof progresses and is unrelated to the underlying paosition of a proof step or
open goal in the proof plan. This demonstrates a problem with the interfacesince the proof steps and open goals
in the underlying theorem prover, which nodes at the interfacerepresent, do have an identifying attribute - their
pasition in the proof plan, as may be seen in Figure 2. Therefore the interfacemay, in certain circumstances,
cause navigation problems for the user if two separate parts of a proof plan have the same sets of proof steps or
open goals as these will be indistingushable & the interface Also, referring to proof steps or open goas in the
proaof plan by position may cause problems snce there is no dired representation of this paosition in the entities
that display the proof plan - the user must take extra action to display the position of a node in the proof plan.

A problem of thistype aose in the evaluation. For example the induction revision critic which may
propacse the revision of an application of the induction method at a proof step ealier in the proof plan prints as
patches to the user information of form:

Apply nethod induct (x: pnat,s(x)) at node 000

where 000is a proof step/node pasition in the amnceptual proof plan. One participant in the evaluation pointed at
the displayed proof plan and remarked:

“1 think you reed to label these nodes if you're going to refer to them by some number ... its not obvious which
one you're talking about.”

despite these aldresses beingin aform similar to that in which node aldresss are usually presented (as another
participant correctly identified). Another participant stated on the same task:

“...so the question is where's node 000 ?”

and like the first participant had to head to the root of the proof plan and count down to the corred point in the
proof, which would be very problematic in large proofs, as one participant stated. Another participant stated:

“I want it to do the induction that its suggesting but | want to do it on this node.”
pointing to the node where the induction would be done and assuming wrongly that it gets done & the aurrent

node, where the aitic was invoked. The participant here did not pick up the fad that 000 referred to the node &
which the induction would be done.



Unlike Problem 1 this problem arises as a result of a key attribute of important theorem proving
entity (proof steps and open nodes) not being rendered directly at the interface.

Problem 3. Where wasthe critic invoked and to what doesit apply ?

In Figure 2 we see by following the gpropriate relations and examining the atributes, that criti cs are invoked at
spedfic pasitions in the proof plan, those positions corresponding to the position of the open goal where the
asciated method fails. However, we dso seethat the dfed of a aitic may be to take adion at a different node
in aproof treg for example the induction revision criti c described above. Related to Problem 2 problems relating
to pasitions of proof steps and open goals in the proof plan may arise due to the interfacenot rendering these
attributes at the interface (as is highlighted by the omisson of such attributes from the perceptual ERMIA of
Figure 3). Firstly the interadive aitics interface when invoked by CLaM, does not display the node & whichiit is
invoked as one participant stated:

“Which goal’s it working on now...which one’s it asking about ?”
The user must take extra action to elicit this information, as one participant verbalised:

“1'm hitting the “ Why did method fail ?” button which tells me which node the problems at which isn’t entirely
clear unless you actually do something like this...”

causing the explanation as to why a method failed to be displayed, this explanation (as Figure 3 shows) rendering
the @mnceptua attribute InvokedPosition, which stores the position in the proof plan of the goal to which the
critic was invoked from. The participant later stated:

“...it really would be useful if the display, the interactive critic window tells you which node its looking at...

Similarly the aitic interfacedoes not always sy to which node it does apply. Nor do the explanations. This led
to comments of the form:

“1 think it would be quite useful if the..the display actually showed which nocdes they were propaosing to be
applied to without actually having to hit one of the buttons to get the more detail.”

and
“It certainly would be useful if you could see what nodes each of the patches were applying to.”.

The utility of showing the nodes to which a aitic is applied was borne out by a comment from a participant with
respect to the display of patches for induction revision which do state the node they affect:

“It's more clear from these what they're going to do which is apply an induction at a particular node.”

Again these problem arises from the interface not rendering certain attributes of conceptua entities in the
appropriate placei.e. here the position where the aitic invoked and the paosition to which ead of the proof
patches apply should be rendered in the main interadive aitic window, not just in the explanation windows
which pop-up only after extra action by the user.

Other Problems

(Jackson, Benyon and Lowe, 97) describes in detail other potential usability problems that may arise, most of
these also relate to the standard XBarnacle system described in (Lowe and Duncan, 97). The problems include:

e As gated proof critics may crede alemma aitomaticdly. This sets up a requirement for the lemma to be
proven. CLaM has functionality to prove such lemmas automaticdly resulting in a system where a ©njedure
may either have been defined by the user or a aitic. This leads to a problem related to Problem 1 in that false
impresgons of XBarnade's power may arise if outside observers are unaware of thisfad. Therefore some means
of recording who defined what conjecture should perhaps be provided.

« Ead applicable proof step has an assciated set of resulting sub-goals but only the sub-goals for the
applicable proof step actually applied may be accessed (since these become sub-goals in the proof plan);



» Method applicability is determined by their preconditions but there is no way of accessng the preconditions
of amethod as they relate to a goal in the proof plan i.e. one caxnot seewhy a method was applicable to a given
goal. Nor can one seewhy other methods fail ed to be gplicable to a goal i.e. the pattern of precondition fail ure.
This is important since afailed method may lead to a failed proof plan. The exception is for methods whose
criti cs invoke, the precondition pattern may then be viewed using the interadive aitic interface One participant
in the evaluation used this feaure extensively and this may give indications as to the utility of this form of
explanation in general.

6. Conclusion

We have presented an introduction to ERMIA and a model of the conceptual structure of aversion of XBarnade
that feaures interadive proof critics. We dso provided a perceptual model of a viewport onto that conceptual
structure and showed how analysis of the cnceptual structure, both in itself and in relation to the perceptual
structure, highlighted pdential usability problems, some of which arose when potential users of XBarnade
participated in an evaluation of the utility and usability of interactive proof critics.

There is littl e doubt that developing the ERMIAS has provided an insight into XBarnade. Whether
such insight could have been deaned through other approaches is a moaot point We would argue that a task
analysis approach would not have highlighted some of the usability problems, because we ae not deding with
existing tasks, rather we ae deding with the distribution of knowledge throughout the underlying system and the
representation of this knowledge at the user interface.

Thisis not however to state that task analysis approaches or other interfacemodelli ng techniques are
of no use. On the mntrary in many respeds these gproaches may be superior to ERMIA. For example one
limitation of ERMIA isthe problem of highlighting the fad that some entities may exist only for a cetain limited
period d time and then ceae to exist in a @nceptual system. This further serves to emphasise the fad that
ERMIA is one of a number of modelli ng techniques of grea use in interfacedesign and that interfacedesigners
may need to consider the pro’s and con’s of ead of techniques, in conjunction with their own areas of concern,
to choose the tools most suitable for their task.
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