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Abstract

Common sense is an integral part of human
cognition which allows us to make sound de-
cisions, communicate effectively with others
and interpret situations and utterances. Endow-
ing AI systems with commonsense knowledge
capabilities will help us get closer to creating
systems that exhibit human intelligence. Re-
cent efforts in Natural Language Generation
(NLG) have focused on incorporating com-
monsense knowledge through large-scale pre-
trained language models or by incorporating
external knowledge bases. Such systems ex-
hibit reasoning capabilities without common
sense being explicitly encoded in the training
set. These systems require careful evaluation,
as they incorporate additional resources during
training which adds additional sources of er-
rors. Additionally, human evaluation of such
systems can have significant variation, mak-
ing it impossible to compare different systems
and define baselines. This paper aims to de-
mystify human evaluations of commonsense-
enhanced NLG systems by proposing the Com-
monsense Evaluation Card (CEC), a set of
recommendations for evaluation reporting of
commonsense-enhanced NLG systems, under-
pinned by an extensive analysis of human eval-
uations reported in the recent literature.

1 Introduction

Commonsense knowledge is vital for human com-
munication, as it helps us make inferences with-
out explicitly mentioning the context. Recently,
there has been an interest in developing Natural
Language Generation (NLG) systems that exhibit
commonsense abilities (e.g. (Lin et al., 2020)). Al-
though everyone understands what common sense
is, defining it remains a challenge as it is highly
context-dependent. Common sense can be defined
as “simple wisdom” (Oxford English Dictionary
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online), “the ability to use good judgment in mak-
ing decisions and to live in a reasonable and safe
way” (Cambridge dictionary), or as a “sound and
prudent judgment based on a simple perception of
the situation or facts” (Mirriam Webster). Com-
mon sense involves language understanding and
reasoning abilities, representing a key factor for
establishing effective interactions between humans
and machines (Minsky, 1991). In his pioneering
work, McCarthy (1959) proposes that “a program
has common sense if it automatically deduces for
itself a sufficiently wide class of immediate conse-
quences of anything it is told and what it already
knows”.

Traditionally, commonsense knowledge has
been injected in NLG systems either implicitly in
the form of rules and/or explicitly with semantic
representations in the form of external knowledge
bases or ontologies. For instance, expert domain
NLG systems (such as the BabyTalk system (Portet
et al., 2008)) have incorporated external knowledge
in the form of a clinical ontology. In these expert
domain NLG systems, knowledge (which might
include procedural knowledge) is represented in
rules that are built into the system and have been
acquired through experts via interviews, observa-
tions or other approaches (Reiter et al., 2003). Most
recent challenges have focused on injecting com-
monsense knowledge into neural NLG models in
two ways: through pre-trained models and through
utilising commonsense graphs or knowledge bases.
The former assumes that pre-trained models al-
ready contain commonsense knowledge (Petroni
et al., 2019). The latter incorporate entity relation-
ships derived from semantic graphs (e.g. Concept-
Net (Speer et al., 2016)) or knowledge bases (e.g.
(Sydorova et al., 2019)).

It is clear that the incorporation of external
knowledge of some form has always been at the
heart of NLG system development. In this paper,



we are interested in examining how commonsense-
enhanced NLG systems are evaluated and whether
the accuracy of the underlying commonsense
knowledge is assessed by the system creators. To
our knowledge, there are no automatic metrics
available for commonsense evaluation, and there-
fore we focus only on human evaluations.

Human evaluation is an area that has received
an increasing amount of scrutiny within the wider
NLG research community. Previous work has high-
lighted issues with regards to missing details in
evaluations, lack of proper analysis of results ob-
tained, variability in the use of names and defini-
tions of evaluated aspects of output quality (van der
Lee et al., 2019; Amidei et al., 2018) and a mis-
match on evaluation methods chosen which is cor-
related with the publication venue rather than the
NLG task (Gkatzia and Mahamood, 2015). After
examining the last twenty years of human evalua-
tions in NLG, recent survey work has found sys-
temic issues with high levels of diversity of eval-
uation approaches, inconsistencies and variability
in quality criterion names, missing definitions, and
fundamental reporting gaps (Howcroft et al., 2020).
These issues mean there is a pressing need to bet-
ter understand the state of human evaluations in
other niche areas of NLG such as those systems
enhanced with commonsense knowledge.

The contributions of this paper are three-fold: (1)
we firstly present an annotated dataset of papers re-
porting commonsense-enhanced NLG systems pub-
lished between 2018–2020 in ACL conferences; (2)
we present a detailed analysis on human evaluation
including reporting on what criteria researchers
have most commonly used and whether they have
evaluated the underlying commonsense knowledge
on its own right and through the generated text; and
(3) finally we present the Commonsense Evaluation
Card, a set of recommendations for human eval-
uation reporting of commonsense-enhanced NLG
systems with the aim to improve not only repro-
ducibility but also improve understanding of such
systems.

2 Background

2.1 Commonsense Knowledge in NLG

NLG systems have typically been built with the
aim of integrating some form of expertise in their
application domain (Jacobs, 1986; Reiter and Dale,
1997). However, as NLG systems find greater gen-
eral use cases there is a need to incorporate a form

of knowledge that is much broader to make up for
the differences between human and machine lan-
guage understanding in decision making, known as
common sense (Davis and Marcus, 2015; Lin et al.,
2020; Zhang et al., 2020).

The incorporation of commonsense knowledge
is considered a challenging task within AI. This
challenge is due to the fact that commonsense rea-
soning or knowledge is considered a black box, as
there is uncertainty on how to represent knowledge
in order to solve commonsense reasoning prob-
lems (Zhang et al., 2020). The reliance on existing
knowledge bases to incorporate this type of broad-
based knowledge might not be sufficient as it may,
in many cases, fail to incorporate explicit funda-
mental knowledge (Tandon et al., 2018; Ji et al.,
2020).

Pre-trained models, on the other hand, have ca-
pabilities of learning relational patterns and can
achieve commonsense reasoning without explicit
knowledge representation, as conveyed in the tra-
ditional pipelines (Ji et al., 2020; Vinyals and Le,
2015). However, it remains unclear how the rea-
soning is performed and how prior knowledge is
learned in the training phase (Rajani et al., 2020).

2.2 External Knowledge

In the last few years, several attempts have been
made to incorporate commonsense knowledge in
NLG systems, using external knowledge bases,
such as ConceptNet or Atomic (Bauer et al., 2018;
Ji et al., 2020). ConceptNet consists of nearly 120K
triples obtained from the Open Mind Common-
sense knowledge entries in ConceptNet 5 (Speer
and Havasi, 2012) that contains world facts and
informal relationships between common concepts
that convey some prior knowledge (Zhou et al.,
2018). ATOMIC is an atlas of everyday common-
sense knowledge and contains 880k triples about
causes and effects of human activities and anno-
tated by crowd-sourced workers. ATOMIC is or-
ganized as if-then relations and can be categorised
based on causal relations (Sap et al., 2019; Guan
et al., 2020). COMET is a framework for automatic
construction of commonsense knowledge bases,
known also as COMmonsense Transformers. This
model generates commonsense knowledge based
on pre-trained language models (Bosselut et al.,
2019). Recent research has also focused on inject-
ing triples into sentences in order to create domain-
specific knowledge (Liu et al., 2020; Wang et al.,



2020b) or incorporating commonsense knowledge
directly in the training data (Huang et al., 2019).

2.3 Pre-trained language models (PTLMs)

An alternative to using explicit external models
for commonsense knowledge is the use of PTLMs.
Training deep learning models requires extensive
amounts of data to prevent over-fitting. This can be
problematic for NLG tasks, where collecting and
annotating data represents a time-consuming and
costly process (Qiu et al., 2020). PTLMs, on the
other hand, have the potential to solve the prob-
lem of data scarcity, as they do not rely on many
resources for training models’ parameters.

In the field of NLG, PTLMs have been applied
to open-ended non-expert domains, such as ques-
tion answering, where commonsense knowledge
should serve as a link between the performance
of these models and human evaluation (Lin et al.,
2019). However, transferring commonsense knowl-
edge using PTLMs comes with certain limitations
corresponding to each pre-trained model.

PTLMs using domain-specific information from
knowledge graphs or unstructured information are
highly dependent on the training data quality. For
instance, the knowledge extracted from the triples
is unable to capture semantic relationships between
entities (Zhou et al., 2018; Ji et al., 2020) and solv-
ing this can instil commonsense knowledge in NLG
systems.

An ongoing discussion about the inherent biases
of the training data exposed different types of bias
that significantly influence natural language gener-
ation systems, such as gender bias, geographical
and political bias among others (Papakyriakopou-
los et al., 2020). Also, the frequency of the words
that influence training data might not correspond
to the real-life scenarios and can lead to false facts
(Shah et al., 2019). This is also known as “the
black sheep problem”: when querying a system
using GPT−3 to tell the colour of sheep, it will
suggest “black” as often as “white”, being impossi-
ble to distinguish between the linguistic meaning
and the visual recognition of “a black sheep” (Gor-
don and Van Durme, 2013). Solving these issues
can represent a first step in building NLG systems
that integrate commonsense knowledge.

2.4 Commonsense knowledge evaluation

Understanding commonsense knowledge of natural
language text is still a limited task. For humans, it is

Figure 1: Distribution of publication venues across the
commonsense paper dataset.

easy to understand both implicit and explicit mean-
ings of a given sentence, whereas for machines this
still remains a challenging task.

Due to the uncertainty of defining what implies
commonsense knowledge in a natural language text,
human evaluation by specialists or lay users might
be the only way of providing a more comprehensive
evaluation. On the other hand, human evaluation
of commonsense knowledge can have some draw-
backs as humans may have conflicting opinions and
perspectives. In addition, the process of evaluating
with humans can be time-consuming and costly.

Many papers report automatic evaluations of pre-
trained models for specific commonsense knowl-
edge tasks. However, based on a gold standard,
natural language text annotated by humans as cor-
rect for a given task may not capture all of the
commonsense knowledge nuances.

3 Paper Selection & Annotation

We used the PRISMA method (Moher et al., 2009)
to select papers to be included in this study fol-
lowing Howcroft et al. (2020) and (Reiter, 2018).
We began by considering all papers published in
ACL venues (ACL, CL, CoNLL, EMNLP, Find-
ings, NAACL, SemEval, *SEM, TACL and INLG)
in the past three years (2018–2020). We screened
the papers using the following search terms (in
their title): commonsense, generation, reasoning,
domain knowledge, expert, expertise, sensible, on-
tology, knowledge. This left us with 129 papers.
From these, we randomly pick 55 papers that were
annotated by the authors of this paper, following
the annotation scheme proposed by Howcroft et al.
(2020). Papers on commonsense reasoning can ei-
ther focus on language generation or understanding.
For instance, commonsense reasoning can be ad-



dressed as a classification task, where based on the
context, a reasoning system can choose an option
from a set of options (Talmor et al., 2019). During
annotation, such papers were omitted.

Following Howcroft et al. (2020), papers were
annotated using the three broad categories: (1) sys-
tem attributes (input, output, task and language)
which describe evaluated NLG systems, (2) qual-
ity criterion attributes (Verbatim Criterion Name,
Definition and Paraphrase), and (3) operationali-
sation attributes (e.g. type of instruments, type of
collected data etc.) which specify how evaluations
are performed. In addition to these, we introduced
a fourth category, commonsense knowledge, with
five new annotation items which are relevant for
commonsense-enhanced NLG, namely:

• Definition of commonsense knowledge: free
text field. Here the annotators either copied
the definition as provided in the paper or spec-
ified ”None”.

• Type of commonsense knowledge: free text
field. Here the annotators had to specify the
type of commonsense knowledge that the pa-
per tried to address, for instance, sarcasm or
reasoning about the order of events.

• External knowledge: free text field. Examples
of external knowledge can include common-
sense knowledge bases such as ConceptNet.

• Was the knowledge evaluated in the gener-
ated text? (Yes/No): The annotators specified
whether the underlying knowledge was evalu-
ated.

• Criterion name for evaluation of external
knowledge: The annotators could specify the
criterion used to evaluate the knowledge base,
for instance in terms of coverage or correct-
ness.

These additional items were deemed important
to investigate whether there is a relationship be-
tween the human evaluation criteria and the type of
commonsense knowledge covered by the NLG sys-
tem. In addition, when evaluating generated text, it
is vital to know whether errors in the generated text
arise from the underlying data or the text generator.

3.1 Inter-Annotator Agreement
Following (Howcroft et al., 2020), ten papers
were annotated by all three annotators and Inter-
Annotator Agreement (IAA) was calculated. The

papers were randomly selected by proportionally
accounting for the year and the publication venue.

Pre-processing: We pre-processed the annota-
tions by normalising capitalisation, spelling and
stripping extra spaces. We also removed papers
that did not report a system that generates text.
Calculating agreement: The data resulted from
the annotation process was a 10 (papers) ×n (evalu-
ation criteria identified by annotator for each paper)
×19 (attribute value pairs) data frame, for each of
the annotators. As such, IAA aims to measure the
agreement across all annotators given the aforemen-
tioned data frames. The agreement was calculated
using Krippendorff’s alpha with Jaccard as the dis-
tance measure (Artstein and Poesio, 2008).

Results are presented in Table 1. For system
attributes (system input, system output and sys-
tem task) IAA agreement is good, although the
score for the system task is lower. The latter might
be affected by the multitude of tasks presented in
papers, as the evolution of NLG led to the need
for proposing different tasks for generating text in
new domains. Surprisingly, external knowledge at-
tributes received a low IAA agreement which might
indicate that there is vagueness in what constitutes
external knowledge. Also, relatively low agree-
ment scores were obtained for the two attributes
elicit form and instrument type. The majority of
the papers do not provide enough detail about the
operationalisation attributes; our findings are not
very different from the ones presented by Howcroft
et al. (2020).

ATTRIBUTES IAA Test

System Input 0.70
External Knowledge 0.15
System Output 1.00
System task 0.37
Knowledge Evaluation 0.18

Paraphrase 0.39
Elicit form 0.05
Data type 0.25
Instrument type 0.07

Table 1: Krippendorff‘s alpha using Jaccard distance
for closed class attributes.

4 Analysis and Results

In this section, we present the results from the anal-
ysis of the annotated papers. The annotations and
the developed code can be found in the projects’
repository1.

1https://github.com/nlgknowledge/
commonsense

https://github.com/nlgknowledge/commonsense
https://github.com/nlgknowledge/commonsense


VERBATIM CRITERION NAME Count
fluency 6
coherence 4
informativeness 3
grammaticality, correctness, diversity,
appropriateness, accuracy

2

commonsense, topic-consistency, sar-
casticness, interpretability, engagement,
commonsense plausibility, common-
sense reasoning, reasonability, novelty,
usefulness, intention, information, nat-
uralness, logicality, humour, relevance,
common ground, answerability, plau-
sible, effect, validity, quality, event-
centered commonsense reasoning, best-
worst scaling, consistency, attribute, cre-
ativity, effectiveness

1

mixed: grammatical correctness and flu-
ency

2

none given 3

Table 2: The table presents all verbatim criterion
names found in the annotated papers as mentioned
by the authors. The only pre-processing applied is
lower-casing.

NORMALISED CRITERION NAME Count
text property 7
fluency 4
goodness of outputs relative to input 4
goodness of outputs relative to input (content) 4
coherence 4
information content of outputs 4
grammaticality 3
correctness of outputs in their own right 2
correctness of outputs relative to input (both
form and content)

2

correctness of outputs relative to input (content) 2
naturalness (form) 2
appropriateness (content) 2
Goodness of outputs in their own right 1
Appropriateness 1
Appropriateness (both form and content) 1
Quality of outputs 1
Correctness of outputs relative to external frame
of reference (content)

1

Goodness of outputs in their own right (both
form and content)

1

Correctness of outputs relative to input 1
35a. Naturalness (both form and content) 1
Goodness of outputs relative to system use 1
Multiple (list all) 1

Table 3: The table presents occurrence counts for nor-
malised criterion names.

The 34 papers in the dataset corresponded to 70
individual evaluations, amounting to 2.05 evalu-
ations per paper. This dataset was annotated be-
tween three annotators taking approximately 20
minutes or more to annotate each paper.

In the following subsections we will first re-
port the paper and system level statistics (Section
4.1), followed by evaluation-level statistics for the
quality-criterion (Section 4.2), then the operational-
isation attributes (Section 4.3), and finally the com-
monsense criteria findings (Section 4.4).

4.1 Papers and Systems

All the papers analysed reported English as the
system language. Only two papers in our dataset
reported Chinese as an additional system language
to English. All the papers in our dataset were pub-
lished recently between 2018-2020 with most being
published in 2019 (58%). Figure 1 and Appendix
A gives a break down of the publication venues for
our dataset.

In terms of the system task attribute, our analy-
sis reveals that question answering and dialogue
turn generation are the top two system task types
within our dataset. This differs from the findings
made by Howcroft et al. (2020) who found that
data-to-text generation as being the most frequent
system task in their analysis leading to 50% more

than second-placed dialogue turn generation. This
difference may indicate that commonsense NLG is
more focused on domain problems with direct ap-
plicability to general end-users. Appendix B shows
the system input, Appendix C for system output,
and Appendix D task frequencies in more detail.

4.2 Quality criteria

In this section, we present the results related to the
quality criteria, focusing on the verbatim criterion
names and the paraphrase of criterion names based
on our annotation. Table 2 shows the verbatim cri-
terion names, as mentioned in the papers by the
authors. We found that although most papers men-
tion the quality criterion used for human evaluation
a small subset does not. These findings are on par
with Howcroft et al. (2020), demonstrating that this
is a common issue for NLG. We also found that
only a subset of papers define the quality criteria
used. The most cited criterion is fluency, followed
by coherence.

We further examined how often the normalised
criteria occurred in the annotations as shown in
Table 3. Most commonly, the evaluations consid-
ered a specific text property. The type of proper-
ties that evaluations considered are the following:
complexity/simplicity (mentioned twice), creativ-
ity, novelty, sarcasticness, diversity and humour.



Although there is a lot of variability within one
category, it actually shows that commonsense is
generally a vague term and it can be interpreted in
a plethora of ways and hence it is evaluated differ-
ently. Using a text property as an evaluation metric
is an interesting finding. In broad human NLG
evaluations, this criterion is not very prevalent -
in fact, it is one of the rarest criteria. However,
other criteria such as fluency, goodness of outputs,
grammaticality and correctness are equally found
in both commonsense-enhanced NLG systems and
broad NLG systems (as reported by Howcroft et al.
(2020)).

Surprisingly, commonsense, commonsense rea-
soning and commonsense plausibility have only
been named 4 times as criteria in the 34 annotated
papers. We would expect to come across criteria
names related to commonsense or reasoning more
often, as we only examined papers reporting com-
monsense and reasoning NLG tasks. In Section 4.5,
we discuss why this might be the case.

4.3 Operationalisation

Table 4 presents the most frequent forms used for
response elicitation. Relative quality estimation
was the most frequent form of response elicitation
(21 times), followed by direct quality estimation
(14 times). Unforeseen, as a reason for not pro-
viding enough details of how the evaluation was
implemented, in the third place we have the value
“unclear” (7 times). The most frequent values for
the type of rating scale were numerical rating scale
(12 times), rank-ordering (8 times), followed by
the Likert scale (7 times).

In addition, nearly half of the investigated pa-
pers did not provide a verbatim question/prompt
(30 out of 56 evaluation entries). This can be prob-
lematic for reproducibility, as results obtained with
a different question cannot be directly compared
to the original results if the same question hasn’t
been asked. In addition, this can also hinder the
comparability of future work, since, for the same
reason, results obtained on new systems cannot be
meaningfully compared to previous work. Similar
to Howcroft et al. (2020), we also found two cases
where fluency and grammaticality were both men-
tioned in a question put to evaluators. van der Lee
et al. (2021) discuss how this can lead to mixed
results as evaluators may put more emphasis on
one criterion over the other.

FORM Count

relative quality estimation 21
direct quality estimation 14
unclear 7
(dis)agreement with quality statement 5
evaluation through post-editing/annotation 4
task performance measurements 2
classification 1

Table 4: Counts of values selected for form of response
elicitation.

4.4 Commonsense criteria

The commonsense category includes the criteria
defined in Section 3 namely, (1) definition of com-
monsense; (2) type of commonsense; (3) external
knowledge; (4) whether the external knowledge
was evaluated; and (5) the criterion name of the
external knowledge evaluation.

Definition of Commonsense Unexpectedly, out
of the 70 evaluations, only 4 provide a written defi-
nition of commonsense with the majority providing
no definition whatsoever. Table 5 presents the ver-
batim definitions from these papers.

DEFINITIONS

“Commonsense reasoning, the ability to make accept-
able and logical assumptions about ordinary scenes in
our daily life” (Lin et al., 2020).

“Machine common sense, or the knowledge of and abil-
ity to reason about an open ended world” (Talmor et al.,
2019).

“commonsense evidence is intuitive to humans, the
agent’s ability to select the right kind of commonsense
evidence will allow the human and the agent to come
to a common understanding of actions and their justifi-
cations, in other words, common ground” (Yang et al.,
2018).

“counterfactual reasoning: the ability to predict causal
changes in future events given a counterfactual condition
applied to the original chain of events” (Qin et al., 2020).

Table 5: Definitions of Commonsense extracted from
literature.

Type of commonsense Almost half of the papers
did not contain a definition of commonsense nei-
ther mentioned the type of commonsense that their
task was addressing (n = 16). The second most
prevalent type of commonsense was reasoning -
eight paper reported that the focus of the task is to
perform some form of reasoning (n = 8). Other
types of reported commonsense included temporal
and spatial commonsense reasoning, social com-



monsense, and underlying commonsense abilities
such as sarcasm and humour.

External knowledge External knowledge bases
are usually incorporated into NLG systems in order
to provide commonsense capabilities. As shown in
Figure 2, the most used common knowledge base
is ConceptNet (13 times), own developed KB most
often in the form of triples that describe the con-
nection between entities) (14 times), followed by
ATOMIC (5 times), COMET (once) and Cosmos
(once). Although pre-trained language models have
been shown to encode commonsense knowledge
in some situations, we did not consider them here
as external knowledge. The most used pre-trained
model though is GPT-2.

Figure 2: Frequency graph of external knowledge men-
tions in the commonsense dataset.

Was the external knowledge evaluated? Exter-
nal knowledge was evaluated less than half of the
time (14 out of 34). An assumption for this is that
authors might consider external knowledge bases
such as ConceptNet and ATOMIC accurate and
they do not normally evaluate them in their do-
mains. Bauer et al. (2018) argue that even when
using a large pre-trained dataset, it might be hard
for a model to not only find but also look at the cor-
rect relationships between concepts and apply them
in reasoning tasks. They further conducted a hu-
man evaluation where they report how many cases
their system would require external knowledge and
in what percentage of these cases, their system
selected the relevant/correct commonsense knowl-
edge. From their results, it can be inferred that in
a small set of cases, some errors in the generated
text can be a result of the underlying erroneously

inferred commonsense relationships. Wang et al.
(2020a) also report a human evaluation of their
commonsense knowledge in terms of validity and
relevance, where they also show that the extracted
commonsense relationships might contain errors
(or be irrelevant). As such, it is clear that there
should be a distinction between errors resulting
from the text generation models or the external
knowledge bases (note that here we have used the
term external knowledge bases to refer to any form
of external knowledge, including graphs).

Criterion name of external knowledge evalua-
tion External knowledge has been evaluated in
a number of ways (the following is not an exhaus-
tive but an indicative list): Bosselut et al. (2019)
evaluate whether their model can adequately pro-
duce a triple of a subject, object and their relation-
ship in terms of plausibility; Wang et al. (2020a)
evaluate commonsense knowledge in terms of va-
lidity (”How valid are the paths?”) and relevance
(”How relevant are the paths to the question?”);
Bauer et al. (2018) evaluated the commonsense
relationships between concepts. In other evalua-
tion settings, evaluators are given the top related
underlying concepts and are instructed to pick the
ones that describe or explain the text better (e.g.
(Sydorova et al., 2019)).

4.5 Discussion

From the evidence we gathered through our anno-
tations, there are several key observations. Firstly,
only a subset of authors actually provide definitions
of the quality criteria used for human evaluations.
As Howcroft et al. (2020) found in their survey,
there can be a significant mismatch between what
authors specify as the quality criterion name and
definition provided. Therefore, there is a need for
definitions to be included in papers to give readers
an unambiguous understanding of the quality cri-
terion being evaluated. Secondly, there is a need
to provide complete and accurate information for
reproducing the human evaluation. Our analysis
has shown that nearly half of the papers did not pro-
vide the prompt with the verbatim question/prompt
given to the human participants. Thirdly, and fi-
nally, our analysis has shown that very few papers
investigate the correctness or plausibility of com-
monsense reasoning in their evaluations with hu-
mans.

This analysis has shown the need for better re-
porting of human evaluations. The low levels of



inter-annotating agreement for annotating some of
the attributes might be a strong indication of the
challenges of how hard it is to locate information
about evaluations in a given paper.

Given our experiences, we believe that re-
searcher working on commonsense-enhanced NLG
systems should go beyond evaluating their systems
using standard NLG quality criteria such as natural-
ness, grammaticality etc. In addition, researchers
should further:

• evaluate the generated text of a commonsense-
enhanced NLG system in terms of common-
sense or reasoning capabilities in order to ver-
ify that the system actually displays common-
sense capabilities.

• make an effort to investigate the correctness
or plausibility of the commonsense knowl-
edge/reasoning implemented with human as-
sessors. As discussed in Section 4.4, not al-
ways the external knowledge is useful and it
might even contain erroneous information.

Our analysis has motivated the creation of the
Commonsense Evaluation Card which serves two
roles. It firstly aims to motivate researchers to eval-
uate their systems in terms of common sense (i.e.
are they fit for purpose?) and secondly, it aims to
promote better practices and evaluation standardi-
sation by introducing reporting recommendations
(i.e. how was the evaluation done?).

5 The Commonsense Evaluation Card

The Commonsense Evaluation Card (CEC) (Table
6) aims to standardise human evaluation and re-
porting of commonsense-enhanced NLG systems,
enabling researchers to compare models not only
in terms of classic NLG quality criteria, but also by
focusing on the core capabilities of such models.
CEC has been inspired by recent work on model
reporting (Mitchell et al., 2019), datasheets for
datasets (Gebru et al., 2018) and The Human Eval-
uation Datasheet 1.0 (Shimorina and Belz, 2021).
It is not designed to replace these, but rather com-
plement them.

CEC includes three main sections: (1) definition
of common sense in the context of the reported
work and the type of commonsense knowledge; (2)
evaluation of the validity of external commonsense
knowledge; and (3) evaluation of commonsense
knowledge in a generated text.

Commonsense Evaluation Card (CEC)

Commonsense Knowledge Definition: Basic defini-
tion of commonsense knowledge in the reported work.

– Definition
– Type of commonsense
– Example output of generated text that displays the

intended commonsense capabilities.

External Knowledge: Basic information regarding the
use of external knowledge and its evaluation

– Structured Knowledge
– Pre-trained Language Models
– Other
– Metrics for Evaluation of External Knowledge

Commonsense Knowledge in Generated Text: Eval-
uation Settings

– Automatic Metrics for Evaluation of common-
sense knowledge in generated text

– Human Evaluation of commonsense knowledge in
generated text

Table 6: Summary of the commonsense evaluation card
(CEC).

Next, we describe each of these sections in more
details with guidelines on how to complete the eval-
uation card.

5.1 Definition of Common Sense

This section should answer basic questions regard-
ing the presented work as follows:

How do you define commonsense knowledge
in the context of this work? Here, researchers
should provide a definition of commonsense knowl-
edge that is relevant to their reported work. Our
analysis showed that common sense is hard to de-
fine since its definition is highly dependent on the
context. Providing a definition of common sense
will help researchers better understand the setting
in which work was evaluated.

What type of commonsense knowledge do you
address? For standardisation reasons, choose
one of the following high-level categories: (1) Com-
monsense knowledge of entities in the environment
including their properties and the relationship be-
tween entities; (2) Entities interactions and proce-
dural knowledge; (3) Figurative language such as
irony, humour, sarcasm, emotion etc; (4) Causal
relationships, e.g. X will cause Y; (5) General
knowledge such as facts, e.g. the water boils at
100C; (6) Reasoning; or (7) Other, not covered by
any of the categories above.



Example output of generated text that displays
the intended commonsense capabilities: An
example of the expected output with an explanation
on why this constitutes commonsense knowledge,
for instance, the information in the output is not
represented in the input.

There are cases where commonsense might refer
to more than one of the types mentioned above.
The authors can specify more than one types of
commonsense or create separate evaluation cards
if it is more appropriate.

5.2 External Commonsense Knowledge
This section should provide information regarding
external commonsense knowledge bases and their
evaluation.

Structured Knowledge: Does the proposed
work make any use of an external structured knowl-
edge base such as ConceptNet? If yes, provide
details on how to access the knowledge base and
its version if public, or alternatively. If the external
knowledge base is subjected to privacy concerns or
is private, then provide a detailed description.

Pre-trained language models: Does the pro-
posed work make use of any pre-trained language
models? If yes, provide a detailed description, such
as the version used, the API, hyperparameters etc.

Other: Was commonsense knowledge repre-
sented in any other way? How? If none of
the above is applicable, explain how the system
displays commonsense knowledge. For instance,
knowledge might be encoded as rules or it might
be inferred from the input training data.

Metrics for Evaluation of External Knowledge
: Was the external knowledge evaluated? Describe
whether the external knowledge was evaluated and
in what way. Essentially this section should answer
whether the external knowledge was fit for purpose.

5.3 Commonsense knowledge in generated
text

Automatic Metrics for Evaluation of common-
sense knowledge in generated text: Provide the
metrics and the evaluation details such as the sam-
ples used for evaluation.

Human Evaluation of commonsense knowledge
in generated text: Does your human evaluation
include any metrics specifically related to com-
monsense knowledge? Provide their definition and

include the evaluation details, including a detailed
description of the experimental setup, the defini-
tion of the metric(s) and the questions asked to
participants.

6 Conclusions

This paper presented a human evaluation analy-
sis on works describing systems that incorporate
commonsense knowledge or other external knowl-
edge bases with the aim to enhance the reasoning
abilities of NLG systems. We have utilised an an-
notation scheme that has been verified in previous
work and we have enhanced it with five additional
criteria relevant for commonsense-enhanced NLG
systems and we have reported our analysis of the
annotations.

Our analysis showed that there is a large vari-
ability on how such systems are evaluated, the
type of evaluation criteria that are selected and
we questioned whether standard NLG criteria are
fit for purpose when evaluating reasoning abilities.
We have therefore recommended that researchers
should evaluate the reasoning ability of their sys-
tems (in addition to standard NLG metrics). We
did not specify how these evaluations should be
performed as this can vary depending on the task.
We recommend nevertheless, that authors provide
their definition(s) of commonsense knowledge to
their evaluators. Additionally, we recommend that
researchers validate their external knowledge bases
to ensure that any errors present in generated output
are not derived from the underlying knowledge.

Finally, as this field grows in the future and at-
tracts further attention, it would be useful to docu-
ment commonsense knowledge errors in a more
structured way, as for instance in (Chen et al.,
2019).
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Appendices

A Publication Venue

VENUE Total

EMNLP 11
EMNLP-IJCNLP 8
ACL 7
NAACL 5
SemEval 1
TACL 1
NAACL-HLT 1

Table 7: Publication venues for commonsense papers.

B System Input

INPUT TYPE Total

text:sentence 9
text:multiple sentences 6
raw/structured data 6
text: subsentential units of text 3
visual 2
Others (8 Input Types) 8

Table 8: Types of system inputs for commonsense pa-
pers.

C System Output

OUTPUT TYPE Total

text:sentence 17
text: subsentential units of text 4
text:multiple sentences 3
raw/structured data 2
text: variable-length 2
Others (6 Output Types) 6

Table 9: Types of system outputs for commonsense pa-
pers.

D System Task

TASK TYPE Total

Question Answering 12
Dialogue Turn Generation 7
End-to-End Generation 3
Other: Story Ending Generation 2
Content Selection/Determination 2
Feature-Controlled Generation 2
Others (6 Task Types) 6

Table 10: Types of system tasks for commonsense pa-
pers.
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