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ABSTRACT
The diversity between individual learners in an ensemble is known

to influence its performance. However, there is no standard agree-

ment on how diversity should be defined, and thus how to exploit

it to construct a high-performing classifier. We propose two new

behavioural diversity metrics based on the divergence of errors
between models. Following a neuroevolution approach, these met-

rics are then used to guide a novelty search algorithm to search a

space of neural architectures and discover behaviourally diverse

classifiers, iteratively adding the models with high diversity score

to an ensemble. The parameters of each ANN are tuned individually

with a standard gradient descent procedure. We test our approach

on three benchmark datasets from Computer Vision — CIFAR-10,

CIFAR-100, and SVHN — and find that the ensembles generated sig-

nificantly outperform ensembles created without explicitly search-

ing for diversity and that the error diversity metrics we propose

lead to better results than others in the literature. We conclude that

our empirical results signpost an improved approach to promoting

diversity in ensemble learning, identifying what sort of diversity is

most relevant and proposing an algorithm that explicitly searches

for it without selecting for accuracy.
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1 INTRODUCTION
Ensemble models are capable of outperforming their individual

learners w.r.t. predictive accuracy by taking an average of the in-

dividual predictions, thereby decreasing the variance of the final

prediction. Dietterich [11] explains how, in order to ensure such

a performance gain, the members of an ensemble must be diverse
in terms of their behaviour, i.e. in terms of the errors they make in

their predictions. However, there is no standard agreement on how

diversity should be defined, and thus how to exploit it to construct

a high-performing classifier.

In this paper, we first consider metrics which define diversity in

terms of the divergence of errors made by different models and/or

their level of disagreement, characterising the behaviour of mod-

els. Novelty search [22] is used to search over a space of neural

network architectures, maximising a novelty score defined by the

behavioural metric w.r.t to the other individuals in the population.

Each individual network discovered is optimised using standard

gradient descent on a training dataset before its novelty score is cal-

culated. Networks with high-scoring novelty are iteratively added

to an archive which forms the final ensemble. The method therefore

explicitly searches for diversity amongst learners. Diversity drives

not only this search, but also the construction of the final ensemble.

We test our approach on three benchmark datasets from Computer

Vision — CIFAR-10, CIFAR-100 [20], and SVHN [32] — and find that

the error diversity metrics we propose, used in conjunction with

novelty search, lead to higher-performing ensembles than other

metrics commonly used in the literature and that the ensembles gen-

erated by explicitly searching for diversity significantly outperform

those that use either only implicit measures to encourage diversity

or random search approaches that simply reward it. The main con-

tributions of this paper are twofold: (1) it describes a systematic

novelty search method to evolve an ensemble of individual clas-

sifiers which are behaviourally diverse by explicitly searching for

this diversity and (2) provides new insights into how diversity im-

pacts ensemble performance and which diversity metrics are most

appropriate to defining behavioural diversity. We conclude that

our empirical results signpost an improved approach to promoting

diversity in ensemble learning, identifying what sort of diversity is

most relevant and proposing an algorithm that explicitly searches

for it without selecting for accuracy.

2 BACKGROUND
Diversity, in particular behavioural diversity, defined in terms of

the error diversity, is key to the performance of ensemble models

https://doi.org/10.1145/3449639.3459308
https://doi.org/10.1145/3449639.3459308
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[11]. However necessary a condition, Dietterich [11] points out

that diversity itself is not sufficient to ensure that an ensemble out-

performs its base learners and that these must be simultaneously

diverse and accurate. The notion of diversity of interest here may

be understood as the level of disagreement among the learners in

an ensemble with regard to each data point. Whereas for regression

ensembles it is possible to derive an exact mathematical formulation

for this diversity by calculating the covariance matrix of predictions

[5], which can be incorporated in the loss function, its definition for

classification ensembles is less obvious, thus posing challenges. The

literature proposes different metrics for measuring diversity (e.g.

[21, 43]), which attest to the vagueness of this concept when tack-

ling ensembles of classifiers. Some of these metrics are pairwise, i.e.

measured locally between each pair of learners, or non-pairwise, i.e.

a single measure which expresses the global diversity of the ensem-

ble. Bian and Chen [4] propose a diversity metric for classification

ensembles based on error decomposition, which is typically applied

to regression ensembles. They conduct a theoretical investigation

into the relationship between this metric and the generalisation

of ensembles which informs the design of an ensemble pruning

method.

Generation of diversity is mostly done implicitly: setting different
initial weights in each model, using different training data, different

architectures, or different learning algorithms [15].While it is hoped

that these approaches will generate enough diversity, this process

is not directly controlled. Several multiobjective methods have been

suggested which explicitly maintain a certain level of diversity in

the Pareto fronts. For example, Pasti et al. [33] present an immune-

inspired multiobjective optimisation algorithm which optimises

two objectives, the diversity of the ensemble and the output error,

comparing it with another single-objective algorithm which only

minimises errors and relies on implicit diversity. They use the

disagreement metric that we mention in section 3.2. They find that

implicit diversity leads to a higher performance gain than their

multiobjective approach and discuss the trade-off between diversity

and individual model performance.

The use of evolutionary methods is commonplace in tackling

the problem of ensemble learning. Zhang and Bhattacharyya [46]

construct an ensemble of GP classifiers trained on different small

subsets of the training data. They ascribe the higher classifica-

tion accuracy and less overfitting observed with their approach, in

comparison with alternative methods, to the increased diversity

provided by the GP search. Baldominos et al. [1] propose an evo-

lutionary algorithm to construct a committee of neural networks

and hybridise it with transfer learning in an attempt to reduce com-

putational time. They define diversity in terms of architectural

diversity and incorporate it in the fitness function. Bhowan et al.

[2] employ a multiobjective GP approach to evolve classifier en-

sembles that are both accurate and diverse in order to tackle the

problem of unbalanced data, which calls for increased diversity

amongst learners. They encourage diversity w.r.t. to the class out-

put of learners by adding a correlation term in the fitness function,

as well as a population-level penalty term. They refine their ap-

proach in [3]. Nag and Pal [30] present yet another multiobjective

approach for simultaneous feature selection and design of an ensem-

ble of classifiers, but diversity is not defined as an explicit objective.

García-Pedrajas et al. [13] evolve ensembles of neural network

models using a cooperative coevolution algorithm for ensuring that

the models in each ensemble perform well together. In a similar

capacity to some of the other papers just mentioned, they use a

multiobjective optimisation approach to incorporate four objectives

of diversity: correlation, a metric of functional diversity, mutual

information, and the Q statistic ([21]). [6, 7] propose an algorithm

that searches for diversity using MAP-Elites [29], maximising both

diversity and performance of the ensemble members. They observe

that promoting diversity leads to significantly higher ensemble

performance, even when comparing against ensembles exclusively

encompassing the best architecture found during the search. How-

ever, they only focus on architectural diversity and, much like some

of the approaches just mentioned, their method does not search

for diversity explicitly, but rather only rewards it. Of particular

interest to this paper is neuroevolution [12] and neural architecture

search (NAS) [25, 35, 37, 39], which refers to techniques evolving

and searching for diverse architectures and sets of hyperparameters

to construct neural network models. Optimising hyperparameters

is an open problem which is often tackled in an ad hoc fashion;
evolutionary methods can provide a solution to this problem by

harnessing parallelisation to enhance the exploration of vast search

spaces [38].

One approach to evolving diverse solutions is to apply novelty

search (NS) [22]; this is an approach to evolutionary computation

which instead of rewarding objective fitness, rewards the novelty

of a solution compared to those in the current population and

an archive of previously discovered solutions. Novelty is domain-

specific and can be determined w.r.t. the behaviour of a solution or

its genotype. Variants of the method include an element of local

competition (NSLC [23]), which forces solutions which are close

in the novelty space to compete with their neighbours based on

objective fitness. This approach has been found to deal well with

the problems posed by function plateaus and local optima, out-

performing objective-based methods in some applications. Szerlip

et al. [41] use NS to accumulate divergent discriminative features

in an unsupervised fashion. We use NS to evolve an ensemble of

classifiers that are diverse w.r.t. their behaviour, specifically the

prediction errors on a validation dataset, searching in the space

of hyperparameters. The approach does not explicitly select for

accuracy, unlike the approaches mentioned before. Classification

accuracy is obtained by optimising the parameters of each network

with a standard gradient descent procedure, but does not influence

the novelty score. In contrast to previous multiobjective approaches

which trade diversity against accuracy, our approach explicitly fo-

cuses on the creation of a diverse ensemble. It uses behavioural

diversity metrics to guide a search over the space of neural network

architectures, iteratively constructing an ensemble made up of the

most diverse models.

3 MATERIALS AND METHODS
We use NS to evolve individual neural network models that are

behaviourally diverse. The NS searches a space of architectures,

whereas the parameters of the neural networks are optimised with

a standard gradient descent procedure. The most diverse models

are added to an ensemble, which is used for prediction on a test set.

Our method is evaluated against some baselines: random search,
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ensembles using only implicit diversity, and single classifiers. These

steps are described in the following subsections.

3.1 Individual Neural Networks
The individual models evolved by our procedure are residual neu-
ral networks [16] based on the wide architectures proposed by

Zagoruyko and Komodakis [45]. Figure 1a shows a generic neural

network such as those evolved by our NS algorithm. They are made

up of a convolutional layer with kernel size 3, padding 1, and stride

1; a variable-length sequence of residual blocks; an average pooling
layer with kernel size 8, padding 0, and stride 8; and a final linear

output layer with a softmax activation function. The output size, i.e.

number of channels, of the convolutional layer and each residual

block is variable. Figure 1b illustrates a generic residual block. It

is a block of kernel size 3 such as those used by Zagoruyko and

Komodakis [45], meaning it is made up of two sequential convolu-

tional layers with kernel size 3, padding 1, and the same, though

variable, output size. The output of a block is the sum of its input

with the output of the second of the two sequential convolutional

layers; note that if their size and shape do not coincide, an extra

convolutional layer must first be applied to the input. The stride

of the second convolution in the block is always 1; the stride of

the first convolution is 2 for the last two residual blocks in the

network and 1 for all other blocks. If 𝑟 is the number of residual

blocks in the network, the effect of this is that the first 𝑟 − 2 blocks
do not reduce the dimensionality of the input data, while the last

two halve both the width and height of the input feature planes.

Batch normalisation is applied before the average pooling layer

and each convolution bar the very first one in the network. Each

convolutional layer is followed by a ReLU activation function [31].

Furthermore, the residual blocks apply a dropout layer between
each convolutional layer.

The hyperparameters of each network are evolved by NS. The

relevant degrees of freedom are the output size of the first convolu-

tion (Figure 1a); the number of residual blocks in the network; the

output size of each residual block (i.e. the output size common to

all its convolutional layers); and the probability of dropout at each

residual block. Each individual in the population is then defined

by a variable-length vector, depending on the number of blocks

𝑟 : [𝐶,𝑂1, ...,𝑂𝑟 , 𝑃1, ..., 𝑃𝑟 ], where 𝐶 is the output size of the first

convolution, 𝑂𝑖 is the output size of block 𝑖 , and 𝑃𝑖 its dropout

probability. Each individual is mapped to a Pytorch module [34]

for implementation purposes. The parameters of each network are

randomly initialised and then optimised by a standard gradient

descent procedure.

3.2 Diversity Metrics
The key element of NS is the definition of the metric to calculate

novelty. We consider three different behavioural metrics, two of

which we define ourselves, calculated between pairs of individuals,

that are used by the NS procedure to calculate novelty scores. We

also consider two selection metrics for adding members to the final

ensemble, one of which is also defined by us. Both are calculated in

a non-pairwise fashion.

3.2.1 Behavioural metrics for guiding the NS. Let𝒚𝑖 be the vector
of predictions for model 𝑖 with each prediction 𝑦𝑛

𝑖
for data point

(a) Generic residual neural network as those evolved by our proce-
dure (k = kernel size; p = padding; s = stride)

(b) Generic residual block. Note that the convolution on the right-
hand side is only necessary when the number of channels and/or
dimensions of the input are not the same as the output

Figure 1: Generic topology of individual neural networks

𝒙𝑛 being a class label in {1..𝐶}. Let 𝒑𝑖 be a binary vector where

𝑝𝑛
𝑖
= 1 if the prediction 𝑦𝑛

𝑖
is correct and 𝑝𝑛

𝑖
= 0 otherwise. Let

𝑁 11
, 𝑁 00

, 𝑁 01
, and 𝑁 10

, respectively, be the total number of test

instances where two models are both correct, both incorrect, and

when one is correct and the other is not. The first diversity metric

we consider is the proportion of different errors between two models

when at least one of them is incorrect. We propose this metric since

it provides insight into the divergence between the errors made by

two models. We have defined it as:

prop𝑖, 𝑗 =
𝑁 01 + 𝑁 10

𝑁 00 + 𝑁 01 + 𝑁 10
(1)

Consider now the two’s complement of the binary vector of cor-

rect predictions 𝒑𝑖 ,𝒘𝑖 (i.e. the binary vector of wrong predictions).

The next metric we propose is the cosine distance between the bi-

nary vectors of wrong predictions made by two models 𝑖 and 𝑗 .

Like prop𝑖, 𝑗 , we consider this metric because it is a measure of the

distance between the errors made by two models. We have defined

it as:

cos_dist𝑖, 𝑗 = 1 −
𝒘𝑖 ·𝒘 𝑗
∥𝒘𝑖 ∥∥𝒘 𝑗 ∥

(2)

Finally, we consider awidely usedmetric (e.g. [21, 33, 43]) defined

as the disagreement between two models, i.e. the proportion of test

instances where one of them is correct and the other is not. We

take this metric into account since it enables the judgement of how

commonly two models disagree on any test instance. It is defined

as:

dis𝑖, 𝑗 =
𝑁 01 + 𝑁 10

𝑁 00 + 𝑁 01 + 𝑁 10 + 𝑁 11
(3)
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We note here that the two metrics we propose focus more closely

on the instances where there was at least one error, i.e. which at

least one of the two models has misclassified, and are calculated

with respect to those instances. On the other hand, the last metric is

simply a proportion of the instances where the two models disagree,

calculated w.r.t. the entire test set; it is thus less informative with

regard to errors.

3.2.2 Ensemble selection metrics. The first selection metric for

adding members to the final ensemble which we propose is sim-

ply the mean behavioural diversity metric measured between a

candidate ensemble member 𝑖 and each of the current ensemble

members. Let 𝑆 be the set of ensemble members. This metric is thus

defined as:

Mean b. d. = div_metric𝑖 =
1

∥𝑆 ∥
∑
𝑗 ∈𝑆

div_metric𝑖, 𝑗 (4)

Where div_metric𝑖, 𝑗 is one of prop𝑖, 𝑗 , cos_dist𝑖, 𝑗 , and dis𝑖, 𝑗 . The

higher this mean, the more diversity there is among the candidate

model and the current ensemble members.

The other selection diversity metric we consider is the entropy
of predictions among the ensemble members, as defined in [43]. Let

𝑆𝑖 be the candidate ensemble created by adding 𝑖 to 𝑆 . The entropy

is then:

𝐸 =
1

𝑁

𝑁∑
𝑛=1

𝐶∑
𝑐=1

− 𝑁
𝑛
𝑐

∥𝑆𝑖 ∥
log𝐶

(
𝑁𝑛𝑐

∥𝑆𝑖 ∥

)
(5)

Where 𝑁 is the number of test instances, 𝐶 is the number of

classes and 𝑁𝑛𝑐 is the number of models which assign class 𝑐 to

instance 𝒙𝑛 . The higher this entropy value, the higher the diversity

amongst the members of the candidate ensemble. We note that

this entropy metric does not focus on instances where there were

errors in the classification, but rather on the entire test set. On

the other hand, the mean behavioural metric might focus on those

instances if the behavioural metric is one of prop𝑖, 𝑗 or cos_dist𝑖, 𝑗 ,

as discussed before.

The previous definitions assume 𝑆 to be a non-empty set. When

𝑆 is empty, i.e. when no models have been added to the ensemble

yet, the first model to be added is the one with the best novelty score,
as explained further down in the description of the algorithm.

3.3 Novelty Search Algorithm
Our algorithm for building an ensemble implements NS as described

by Lehman and Stanley [22], applying it to our problem domain.

Algorithm 1 presents the pseudocode for this procedure. The orig-

inal training data is split into two sets, one for training and one

for validation. The parameters of the models are optimised on the

training set with standard gradient descent and the validation set

is used to get predictions by each model which will enable the

calculation of diversity metrics.

Selection in NS is driven by the novelty score, which computes

the sparseness at any point in the behaviour space, defined by the

behavioural metric. Areas with denser clusters of visited points are

considered less novel and therefore rewarded less. This is defined as

the average distance to the 𝐾-nearest neighbours of a point, calcu-

lated with respect to the other individuals in the current generation

and to a stored archive of previously sampled solutions. Hence the

novelty score is calculated as:

𝑁𝑆𝑖 =
1

𝑘

𝐾∑
𝑘=0

div_metric(𝑥𝑖 , `𝑘 ) (6)

where `𝑘 is the 𝑘th-nearest neighbour of 𝑥𝑖 with respect to the

behavioural diversitymetric div_metric𝑖, 𝑗 , selected from themetrics

defined in section 3.2.

Individuals are selected for reproduction on the basis of their nov-

elty scores using a tournament selection procedure. In the interests

of promoting divergence and avoiding convergence, reproduction

only uses mutation. Mutation either adds or removes a randomly

chosen residual block from an individual, modifying input/output

sizes at the mutation point as necessary; changes the output size

and dropout probability of a random block; or swaps two consecu-

tive blocks chosen at random. After a new individual is produced,

its parameters are optimised with gradient descent.

After evaluation of the entire population, 𝑛𝐴 randomly chosen

individuals are added to the archive, following themethod suggested

in [14]. In addition, the individual from the population that scores

the highest ensemble selection metric (section 3.2) is added to the

ensemble; the size of the final ensemble is therefore the number of

iterations of the NS. Ensemble selection metrics are calculated w.r.t.

current ensemble members; if the ensemble is the empty set (i.e.

in the first iteration), then the individual with the highest novelty

score is selected as its first member.

3.4 Evaluation of the Evolved Ensemble
In order to evaluate the performance of the evolved ensemble, we

use the stacking technique [44], which trains a linear model to

weight the predictions of each individual learner. This linear model

is trained for a configurable number of iterations on the validation

set mentioned in section 3.3. This is to avoid overfitting the test set.

3.5 Baseline Methods
We consider two baseline methods for comparing the results pro-

duced by our approach. The first one is a simple random search

algorithm. This algorithm is identical to algorithm 1, except that

each new generation is initialised at random, rather than being the

result of reproduction based on the novelty scores of the individual

members of the previous generation. The point of this baseline is

to determine the performance gain added by the NS. Models are

added to the final ensemble based on the ensemble selection met-

ric (section 3.2), as previously. Note that in this case we only use

behavioural metrics when calculating a mean behavioural metric

between a candidate model and current ensemble members, which

is used as an ensemble selection metric. There is therefore no need

to calculate behavioural metrics amongst the individuals of the

population, neither to keep an archive of past individuals, as these

metrics are not used to guide the NS as before.

The second baselinemethod is an ensemble generatedwithmech-

anisms that only implicitly promote diversity, as described in section

2, namely an ensemble of architecturally diverse neural networks,
initialised with different random weights. This ensemble is created

in the same fashion as the random initialisation that is used for both

the first population in the NS and throughout the random search.
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Algorithm 1 Ensemble evolution through NS

randomly initialise population 𝑝𝑜𝑝

𝑎𝑟𝑐ℎ𝑖𝑣𝑒 ← ∅
𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒 ← ∅
draw 𝑡𝑟𝑎𝑖𝑛_𝑠𝑝𝑙𝑖𝑡 and 𝑣𝑎𝑙_𝑠𝑝𝑙𝑖𝑡 from training set D
set evolution iterations 𝑒𝑝𝑜𝑐ℎ𝑠

set training iterations 𝑖𝑡𝑒𝑟𝑠

select behavioural div_metric𝑖, 𝑗 from section 3.2

𝑛𝑠𝑖 is the fitness value (novelty score) of model𝑚𝑖
for 𝑒𝑝𝑜𝑐ℎ𝑠 do

for model𝑚𝑖 ∈ 𝑝𝑜𝑝 do
train(𝑚𝑖 , 𝑡𝑟𝑎𝑖𝑛_𝑠𝑝𝑙𝑖𝑡, 𝑖𝑡𝑒𝑟𝑠) ⊲ standard gradient descent

optimisation

end for
𝑎𝑙𝑙 ← 𝑝𝑜𝑝 ∪ 𝑎𝑟𝑐ℎ𝑖𝑣𝑒
for pair𝑚𝑖 ,𝑚 𝑗 ∈ 𝑎𝑙𝑙 × 𝑎𝑙𝑙 where𝑚𝑖 ≠𝑚 𝑗 do

𝑑𝑖𝑠𝑡𝑖, 𝑗 ← div_metric(𝑚𝑖 ,𝑚 𝑗 ) ⊲ calculated on 𝑣𝑎𝑙_𝑠𝑝𝑙𝑖𝑡

end for
for model𝑚𝑖 ∈ 𝑝𝑜𝑝 do

𝑛𝑠𝑖 ← 1

𝑘

∑
𝑚𝑛 ∈N𝑖

𝑑𝑖𝑠𝑡𝑖,𝑛 ⊲where N𝑖 is the set of k-

nearest neighbours of𝑚𝑖
in 𝑎𝑙𝑙

end for
𝑎𝑟𝑐ℎ𝑖𝑣𝑒 ← 𝑎𝑟𝑐ℎ𝑖𝑣𝑒 ∪ sample(𝑝𝑜𝑝, 𝑠𝑎𝑚𝑝𝑙𝑒_𝑠𝑖𝑧𝑒)
adds new member to 𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒 ⊲ the one with the highest

ensemble selection metric

𝑠 ← select(𝑝𝑜𝑝) ⊲ tournament selection

w.r.t. novelty score

𝑝𝑜𝑝 ′ ← ∅
for model𝑚𝑖 ∈ 𝑠 do

𝑚′
𝑖
← mutate(𝑚𝑖 ) ⊲ as described in the text

add𝑚′
𝑖
to 𝑝𝑜𝑝 ′

end for
𝑝𝑜𝑝 ← 𝑝𝑜𝑝 ′

end for

The members of this ensemble are trained on different subsets of

the data.

We do not compare our approach to any baseline that simply

searches for accuracy as the importance of diversity is already

established in the literature (e.g. [11]). We are instead interested

in comparing methods which realise this notion of diversity in

different ways.

4 EXPERIMENTS
Experiments have been conducted on three datasets — CIFAR-10,

CIFAR-100, and SVHN. Note again that the goal of this paper is not

to produce models competitive with state-of-the-art results. Our

methods construct ensembles made of small and shallow neural

networks trained for a limited number of epochs; in contrast, the

methods in the literature which achieve the best results on these

datasets require considerably greater computational effort and/or

extensive fine-tuning of hyperparameters (e.g. [9, 10, 17, 19, 24, 42]),

with some requiring at least dozens of GPU days (e.g. [40]). We are

instead interested in studying the effects of diversity upon ensemble

performance. Table 1 lists the common parameters whose values

remain fixed throughout these experiments and Table 2 details the

variables (hyperparameters) that are changed to generate different

Table 1: Common parameters fixed throughout the experi-
ments per method(s)

Parameter Method(s) Value

Evolution

iterations

NS and random 10

Training epochs NS and random 40

Training epochs Implicit ensemble 80

Stacking epochs All 10

Data split (CIFAR) All

40000 train / 10000

validation

Data split (SVHN) All 43257 / 30000

Size of subsets Implicit ensemble 20000

Batch size All 128

Population size NS and random 30

𝐾 (nearest

neighbours)

NS 3

Size of tournament NS 10

Archive sample

size 𝑛𝐴
NS 5

Table 2: Range of hyperparameters

Parameter Value1

Number of blocks 2:6

Size of the first convolution 4:16:4

Size of residual blocks 24:32:4

Dropout prob. in blocks 0.1:0.4:0.1

1
Notation is 𝑠𝑡𝑎𝑟𝑡 :𝑒𝑛𝑑 or 𝑠𝑡𝑎𝑟𝑡 :𝑒𝑛𝑑 :𝑠𝑡𝑒𝑝

neural network models and the ranges of their respective values.

These hyperparameters have been chosen in order to produce small

architectures that are easy to train in parallel. The NS algorithm

and the random search baseline have been tested with different

combinations of parameter settings, namely by instantiating the

behavioural diversity metric used for calculating the novelty score

of each individual and the ensemble selection diversity metric used

for selecting a member of each generation to be added to the fi-

nal ensemble. This is shown in Table 3. Note that, when running

the baseline with entropy as the ensemble selection metric, the

behavioural metric becomes irrelevant, as novelty scores are only

ever calculated in the very first iteration in order to select the first

ensemble member. For this reason, we consider only the combi-

nation with prop𝑖, 𝑗 when entropy is used with the random search

baseline. All experiments have been carried out 10 times in order

to assert statistical significance when comparing results. We next

describe the hypotheses that this experimental work has put to the

test.

Hypothesis 1 (Ensemble vs Single Best Individual). Ensembles
constructed from a set of individual classifiers chosen to maximise
behavioural diversity outperform their single best member.

This is tested by comparing the ensembles generated by NS and

the random search baseline to their single best member. Recall

that our procedures only search for diversity; accuracy is obtained

by training each neural network with standard gradient descent.

We aim to understand whether searching for diversity alone still
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Table 3: Combinations of parameter settings

Selection

metric

Mean
behavioural

metric
Entropy

Behavioural metric NS Random NS Random

prop𝑖, 𝑗 ✓ ✓ ✓ ✓

cos_dist𝑖, 𝑗 ✓ ✓ ✓ ✗

dis𝑖, 𝑗 ✓ ✓ ✓ ✗

ensures that the selected models are accurate or if that might have

a negative impact on ensemble performance.

Hypothesis 2 (Novelty Search vs Random Search). Ensembles
evolved by the NS algorithm (section 3.3) lead to higher test set accu-
racy than that of those found by the random search (section 3.5).

We expect the NS algorithm to lead to higher-performing ensem-

bles since, unlike the random search, it not only rewards diversity,

but also actively searches for it.

Hypothesis 3 (Novelty Search vs Implicit Diversity Ensembles).

Ensembles evolved by the NS algorithm have higher test set accuracy
than ensembles generated with standard methods that only implicitly
promote diversity.

In order to test this, we generate ensembles of architecturally
diverse neural networks which are trained on different subsets of the
data and are initialised with different random weights (section 3.5).

We expect the experimental work to confirm that explicitly search-

ing for diversity leads to better ensemble accuracy than relying on

implicit mechanisms for generating it.

Hypothesis 4 (Error Diversity Metrics vs Generic Diversity Met-

rics). prop𝑖, 𝑗 and cos_dist𝑖, 𝑗 lead to better-performing ensembles than
dis𝑖, 𝑗 . The mean behavioural metric, when used in conjunction with
the first two of these, leads to better results than entropy.

We formulate this hypothesis because error diversity has been

argued to be the most important type of diversity in ensemble

learning [11]. Both the disagreement metric and entropy are more

generic metrics of diversity than those we propose, which focus

more closely on error instances.

5 RESULTS AND DISCUSSION
This section presents the results for the three datasets considered —

CIFAR-10, CIFAR-100, and SVHN — and discusses whether or not

they reject the hypotheses of section 4. Table 4 shows the accuracy

results on all datasets for the three approaches we have considered:

the NS algorithm, the random search, and the ensemble built with

implicit diversity mechanisms. With minimal hyperparameter fine-

tuning, these results are in linewith figures reported in the literature

for more specialised models of similar complexity (e.g. [8, 18, 26–

28, 36]).

5.1 Hypothesis 1
Table 5 shows the results for all datasets of paired Mann-Whitney

significance tests comparing the accuracy of the ensembles with

that of their respective highest-performing individual. We observe

that the ensembles typically outperform their single best individ-

ual in a statistically significant way. The only exceptions to this

rule have been observed with the dis𝑖, 𝑗 behavioural metric from

the literature, for which statistical significance is not observed on

the CIFAR-10 dataset, and with the random search baseline when

entropy is the selection metric, the only case where the single best

individual outperforms the ensemble. These observations meet the

expectations and justify the claim of Hypothesis 1 that the neural

networks in the evolved ensembles are both diverse and accurate

and that explicitly searching for diversity alone without rewarding

accuracy, at least with the NS algorithm, does not impact negatively

upon ensemble performance. On the contrary, given how the en-

sembles evolved with NS outperform those evolved with random

search, as discussed below, we argue that it is precisely this explicit

search for diversity that could lead to better ensemble accuracy.

5.2 Hypothesis 2
Table 6 shows the results of Mann-Whitney significance tests be-

tween the NS and the random search baseline. The ensembles

evolved by the NS significantly outperform those evolved by the

random search for all cases on CIFAR-100, as well as on CIFAR-10

except when the baseline dis𝑖, 𝑗 metric is the behavioural metric.

The NS does not do better than the random search on SVHN. The

accuracy results between the NS and the random search are very

similar for the error diversity metrics prop𝑖, 𝑗 and cos𝑖, 𝑗 , as well as

when entropy is the selection metric, as per table 4. Interestingly,

the random search considerably outperforms the NS when the dis-

agreement metric dis𝑖, 𝑗 is used. As discussed later in this section,

it is clear that the error diversity metrics that we propose lead to

better results than the disagreement metric. The reason why the

NS with these error diversity metrics does not outperform random

search on SVHN requires further investigation but is likely a char-

acteristic of the problem domain. SVHN is a simpler dataset and

therefore finding the best-performing networks within the ranges

defined in Table 2 is easier and a random search could prove the

better strategy over NS. It is possible that the error diversity metrics

lead the NS to trade accuracy for diversity on this dataset. In other

words, if most neural network models are accurate but with similar

behaviour, forcing the search to keep finding more behaviourally

diverse models could result in less accurate learners, impacting

ensemble performance negatively; this appears to be the case on

SVHN, especially with the disagreement metric commonly used

in the literature. On the hardest dataset of the three, CIFAR-100,

the NS always outperforms the random search and the difference

in accuracy that results from each is largest, as per Table 4; on

the second hardest, CIFAR-10, the NS is only outperformed by the

random search in combination with the underperforming disagree-

ment metric. It is thus possible that the NS is more useful on harder

problems, upon which the search must be guided by some non-

random criterion. These observations justify the claim we make in

Hypothesis 2 that, at least in some cases, explicitly searching for

diversity, which the NS algorithm does, leads to better accuracy

than simply rewarding it, as in the random search. However, there

remain open questions regarding the conditions under which this

can be observed, namely those pertaining to the problem domain

and to the diversity metrics which define the search space of the

NS. Further investigation into the trade-off between diversity and

accuracy is required as well.
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Table 4: Accuracy results for the NS algorithm and the two baseline methods. Median values over 10 runs

Novelty Search Random Search

Implicit
Dataset

Mean b. d. Entropy Mean b. d. Entropy

Ensemble

Single

best

Ensemble

Single

best

Ensemble

Single

best

Ensemble

Single

best

CIFAR-10

prop𝑖, 𝑗 83.51% 79.155% 81.46% 77.965% 80.54% 77.285% 73.885% 75.495%

76.315%cos_dist𝑖, 𝑗 83.29% 78.845% 81.31% 77.87% 80.61% 77.325% ✗ ✗

dis𝑖, 𝑗 70.30% 71.135% 67.48% 64.845% 77.13% 77.205% ✗ ✗

CIFAR-100

prop𝑖, 𝑗 45.42% 41.405% 43.68% 40.855% 40.895% 38.855% 35.245% 37.54%

35.99%cos_dist𝑖, 𝑗 44.695% 41.065% 43.045% 40.34% 41.305% 39.155% ✗ ✗

dis𝑖, 𝑗 43.53% 40.03% 41.875% 39.655% 39.875% 38.33% ✗ ✗

SVHN

prop𝑖, 𝑗 91.435% 88.805% 87.48% 85.035% 91.77% 89.72% 85.555% 84.165%

90.65%cos_dist𝑖, 𝑗 91.285% 88.555% 87.955% 84.82% 91.96% 89.395% ✗ ✗

dis𝑖, 𝑗 86.19% 84.345% 81.505% 74.675% 91.01% 89.035% ✗ ✗

Table 5: Ensemble vs single best individual. Best case shown when statistical significance at the 1% level is observed

Method Metrics Best CIFAR-10 Best CIFAR-100 Best SVHN

Novelty search

prop𝑖, 𝑗
Mean b. d. Ensemble Ensemble Ensemble

Entropy Ensemble Ensemble Ensemble

cos𝑖, 𝑗
Mean b. d. Ensemble Ensemble Ensemble

Entropy Ensemble Ensemble Ensemble

dis𝑖, 𝑗
Mean b. d. N/a Ensemble Ensemble

Entropy N/a Ensemble Ensemble

Random search

prop𝑖, 𝑗
Mean b. d. Ensemble Ensemble Ensemble

Entropy Single best Single best N/a

cos𝑖, 𝑗 Mean b. d. Ensemble Ensemble Ensemble

dis𝑖, 𝑗 Mean b. d. N/a Ensemble Ensemble

Table 6: NS vs random search. Best case shown when statistical significance at the 1% level is observed

Metrics Best CIFAR-10 Best CIFAR-100 Best SVHN

prop𝑖, 𝑗
Mean b. d. Novelty search Novelty search Random search

Entropy Novelty search Novelty search N/a

cos𝑖, 𝑗 Mean b. d. Novelty search Novelty search Random search

dis𝑖, 𝑗 Mean b. d. Random search Novelty search Random search

5.3 Hypothesis 3
Regarding the ensembles which are generated with only an implicit

definition of diversity (last column of Table 4), significance tests

show that, on CIFAR-100, both the NS and the random search sig-

nificantly outperform this baseline in all cases except when random

search is used with entropy; on CIFAR-10, no statistical significance

is observed when the random search uses the disagreement met-

ric dis𝑖, 𝑗 , but the baseline significantly outperforms both search

methods in all other cases where this metric is used and also when

compared to the random search with entropy; on SVHN, the base-

line significantly outperforms the search methods in more cases,

namely all those using entropy and when the NS uses the disagree-

ment metric, with no statistically significant difference observed

when the random search uses this same metric. We can therefore

attest the claim of Hypothesis 3 by observing that the methods

tend to outperform the implicit diversity baseline when the error

diversity metrics that we propose in section 3.2 are used; using the

disagreement and entropymetrics often leads to worse performance

than this baseline, likely because, as discussed before, they lead the

search to excessively trade the accuracy of its individual learners

for diversity of behaviours. We also note that the performance of

this baseline on SVHN is close to that of the best cases produced by

the NS; given its smaller complexity w.r.t. the other search methods,

this means that it could be advantageous on easier datasets such as

SVHN.

5.4 Hypothesis 4
Table 7 shows the results of significance tests between the accuracy

results produced by different diversity metrics. We can observe

that the behavioural metrics prop𝑖, 𝑗 and cos𝑖, 𝑗 perform similarly

well, with no statistically significant difference found between the

results produced by these two metrics in any parameter setting.

They both significantly outperform the dis𝑖, 𝑗 metric in the NS with

the mean behavioural diversity metric as the ensemble selection

metric; however, both when entropy is the selection metric and in

the random search, this is not observed on all datasets. Settings that
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Table 7: Different diversity metrics. Best case shown when statistical significance at the 1% level is observed

Method Fixed metric Varied metrics Best CIFAR-10 Best
CIFAR-100 Best SVHN

Novelty search

Mean

behavioural

diversity

prop𝑖, 𝑗 cos𝑖, 𝑗 N/a N/a N/a

prop𝑖, 𝑗 dis𝑖, 𝑗 prop𝑖, 𝑗 prop𝑖, 𝑗 prop𝑖, 𝑗

cos𝑖, 𝑗 dis𝑖, 𝑗 cos𝑖, 𝑗 cos𝑖, 𝑗 cos𝑖, 𝑗

Entropy

prop𝑖, 𝑗 cos𝑖, 𝑗 N/a N/a N/a

prop𝑖, 𝑗 dis𝑖, 𝑗 prop𝑖, 𝑗 N/a prop𝑖, 𝑗

cos𝑖, 𝑗 dis𝑖, 𝑗 cos𝑖, 𝑗 N/a cos𝑖, 𝑗

prop𝑖, 𝑗 Mean b. d. Entropy Mean b. d. Mean b. d. Mean b. d.

cos𝑖, 𝑗 Mean b. d. Entropy Mean b. d. Mean b. d. Mean b. d.

dis𝑖, 𝑗 Mean b. d. Entropy Mean b. d. N/a Mean b. d.

Random search

Mean

behavioural

diversity

prop𝑖, 𝑗 cos𝑖, 𝑗 N/a N/a N/a

prop𝑖, 𝑗 dis𝑖, 𝑗 prop𝑖, 𝑗 N/a prop𝑖, 𝑗

cos𝑖, 𝑗 dis𝑖, 𝑗 cos𝑖, 𝑗 N/a cos𝑖, 𝑗

prop𝑖, 𝑗 Mean b. d. Entropy Mean b. d. Mean b. d. Mean b. d.

use the mean behavioural metric as an ensemble selection metric

tend to statistically outperform those using entropy, for both the

NS and the random search; the only case where this is not observed

with statistical significance is on the CIFAR-100 dataset when the

NS uses the dis𝑖, 𝑗 metric.

We note that the metrics we propose, prop𝑖, 𝑗 and cos𝑖, 𝑗 , tend

to lead to better results than the disagreement metric commonly

found in the literature, dis𝑖, 𝑗 . In addition, calculating the mean be-

havioural metric w.r.t. to the current ensemble members and using

it as a selection metric tends to work better than using entropy,

which as mentioned before might lead to worse ensemble perfor-

mance than that of the single best individual. As we have mentioned

before, the behavioural metrics we propose focus more closely on

error instances, i.e. instances that at least one of the models has

misclassified, unlike the common disagreement metric, which is

calculated w.r.t. to all test instances. Additionally, entropy is also

calculated over all instances in the test set and broadly measures the

general divergence amongst the predictions made by the ensemble

members. This justifies the claim we make in Hypothesis 4 about

the diversity metrics which lead to better-performing ensembles:

the error diversity metrics we propose seem to be correlated with

better ensemble accuracy and are thus better suited to the task of

searching for diversity. Further research into the implications of

this finding is required to understand how it can be fully leveraged

to evolve high-performing ensembles.

6 CONCLUSIONS AND FUTUREWORK
In this paper, we propose an innovative NS algorithm, augmented

with two novel behavioural metrics, which evolves ensembles by

explicitly searching for behavioural diversity, unlike other methods

found in the literature, which typically either rely on implicit mech-

anisms for promoting diversity or only reward it by including it as

an objective while searching for models which represent trade-offs

between diversity and accuracy. Our procedure not only rewards

diversity, but rather actively searches for it by guiding the NS with

a definition of novelty score which is based on how diverse each

individual neural network is w.r.t. to the other individuals in the

population. The accuracy of the individual learners is ensured by

a standard gradient descent procedure, but it is not taken into ac-

count in the NS. We investigate three behavioural diversity metrics,

two of which we propose ourselves, and two metrics for selecting

individuals to be added to the final ensemble, one of which is also

defined by us as the mean of behavioural diversity metrics calcu-

lated w.r.t. current ensemble members and the other is the entropy

of candidate ensembles.

The results show that our approach succeeds at evolving an

ensemble by explicitly searching for behavioural diversity, signif-

icantly outperforming, particularly on harder datasets, a random

search baseline which merely rewards diversity and a baseline en-

semble generated with implicit diversity. They also show that the

ensembles almost always outperform their best individual learner,

meaning that the method is able to generate and select diverse

enough learners while maintaining accuracy. Of particular rele-

vance is the observation that, amongst the diversity metrics we

have considered, the error diversity metrics we propose lead to

better results, i.e. they push the NS towards better areas of the

search space. All these observations provide valuable insights into

the problem of promoting diversity in ensembles of classifiers, sug-

gesting not only that explicit methods such as the one we present

here should be adopted on harder problems that implicit methods

struggle to solve, but also that diversity metrics should focus di-

rectly and closely on the errors made by individual learners. As

mentioned before, our implementation uses only small and shallow

neural network models. Therefore, an open question that remains

is whether the methods we present here can be scaled with more

complex models so that the accuracy of the ensembles becomes

competitive with the state of the art.

There are other open questions arising directly from the results

here presented. Future research will further investigate the trade-off

between diversity and ensemble accuracy and new ways to guide

the search for high-performing ensembles with error diversity. It

will also seek to improve the NS algorithm, both reducing the com-

putational effort required to run it by using surrogate models such

as the proposed by Siems et al. [37] — thus eliminating the need to

train each individual model with gradient descent — and consid-

ering more sophisticated methods to generate new architectures,

such as NEAT [39].
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