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The continuing rise in the popularity of smartphones has led to an accompanying rise in the 
exposure of users to privacy threats as in the case of unintended leakage of personal 
information from apps. To improve transparency and the ability of users to control data 
leakage, the design of privacy-enhancing tools aimed at reducing the burden of informed 
privacy-decisions should be grounded upon users’ tacit needs and preferences. To this end, 
the present study explores users’ personal perception and concerns toward privacy and their 
expectations. Initial recommendations include: (1) consideration of the preferences of users 
for preserving functionalities of their apps, informing users about both (2) the real benefits 
and actual possibility of using privacy management tools and (3) suspected applications’ 
data collection behaviours in a way that matches their real concerns and values. 
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1 Introduction 
While the popularity of the smartphone continues to be a growing phenomenon worldwide 
[1], such devices also pose accompanying privacy threats to users, as in the case of personal 
information leaked by apps without users’ full awareness or consent [2]. 

Diverse studies have pointed out how personal data leaked online represents a threat which is 
far more concerning than simply annoying users with invasive advertisements and potentially 
affecting the social life of individuals [3]. Among the potential implications for privacy there 
is the risk that leaked data could be used to (1) uniquely identify users without referring to 
their name and physical address; (2) track users across different applications and devices; (3) 
build a comprehensive profile on individual users which can be used to predict behaviour and 
make decisions affecting services such as the provision of credit or used for online political 
microtargeting [3, 4, 5, 6, 7, 8, 9]. 

Previous studies have highlighted different causes of application privacy mismanagement 
such as the general unawareness of data sharing, the preference of users to trade-off privacy 
for the benefit of using an app, and the complexity of the system of permissions [10, 11, 12, 
13]. Thus, to enhance transparency and improve privacy users should be better supported 
through appropriate tools. 

For this reason the present article is part of a broader research effort aiming at providing 
appropriate guidelines to design teams to help them improve the effectiveness and user 
experience of such tools. 
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2 Background 
A number of contributions have addressed the potential of machine learning techniques to 
assist users in setting the privacy of their mobile devices through recommendations and 
automatic decisions [14–16]. Furthermore, [17–19] provided usability recommendations for 
browser extensions blocking online behavioural tracking and summarized in Table 1. 

Guideline Reference 

Users want protections that don’t break the functionality of the web 
pages and online service they use 

[19] 

The system (i.e. the online browser) should protect users automatically 
and be designed in a way that reduces the chance that the breakages 
occur 

[17] 

Users should be better informed about why web trackers are present, the 
information they are collecting and how it might be used 

[18] 

An indication of the privacy risks is likely to improve the meaningful of 
the information as well as the use of icon colour can inform users about 
critical situations such as when blocking may break the website’s 
functionality. Furthermore, the information provided by the tools should 
be relevant and actionable for users 

[18] 

Setup materials which include videos and tutorials are useful to shape 
users’ mental models and to increase the trust toward the privacy-
enhancing extension 

[18] 

Table 1. Summary of design recommendations for browser extensions blocking online behavioural tracking 
from [17–19] 

However, no previous study has focused specifically on the user experience of privacy 
management tools for smartphones, or offered guidelines for improving their design. 
Furthermore, although user experience and Human-centred design are concepts widely 
accepted within the HCI community [20], understanding the experience of users with privacy 
and security technologies is a relatively new area of research. In this connection [20–23] 
indicated the importance of extending inquiry to the experiential aspects of privacy 
technologies, as users have values and tacit needs which may remain underrepresented if not 
appropriately considered. In order to address this gap, this research has inquired into users’ 
personal perceptions of privacy and their expectations towards a privacy management app, in 
order to derive recommendations for designers. 

  



3 Study Design  

3.1 Sample 

The study involved an opportunity sample of nine participants recruited from the researchers’ 
personal network and university mailing list from both Italy and UK, over a period of 18 
weeks. The average age of participants was 29, in a range of ages from 23 to 34 years; eight 
participants had an advanced degree and one a bachelor’s degree. Only one participant held a 
degree in computer science since priority was given to ‘typical users’ with no IT background 
and thus represented the primary focus of a PMT as understood in this article. This represents 
the first part of an ongoing research project investigating the users’ subjective experiences 
while using a privacy management app. 

3.2 Procedure 

Participants were required to answer semi-structured questions and to think-aloud while using 
the interview materials. Such material included a set of interview boards aiming at helping 
participants elaborate their thoughts, and MyPermissions (MP), a popular privacy 
management app which enables smartphone users to manage the privacy settings of third 
party apps installed on smartphones which participants were required to install and use on 
their own smartphone (Fig. 1). 

 
Fig. 1. A printed board used throughout the interview showing MyPermissions’ screenshots 

Asking users to think-aloud while interacting with a technology or performing other tasks is a 
common method in usability and user experience research, as it allows researchers to probe 
participants’ mental models, uncertainties and misconceptions [24, 25]. During the interview 
participants were required to think aloud while using both the interview boards and the MP 
app, allowing the researcher to probe further their thoughts were appropriate. 

In order to understand the personal perceptions of privacy and expectations of users towards a 
privacy management app, questions covered the following topics: 

• ‘Breaking the ice’ and understand participants’ attitude toward smartphone 
• Comprehend participants’ attitude toward app privacy 



• Collect opinions about, and previous experience with, privacy management tools 
• Probe participants’ expectations toward MP 

Such topics were grounded upon recommendations in [20] which suggests to probe user’s 
practices, subjective meanings and the fit of privacy technologies in to user’s everyday lives. 

Interviews were conducted individually with each participant and lasted 100 min on average. 
After a break-the-ice question where participants described apps they frequently use, they 
were asked to reflect upon the fit of their smartphone and apps into their everyday lives by 
placing their smartphone in a value-based scale from ‘fundamental’ to ‘not essential’, and 
provide explanations. This value-based scale, which was used with the solely scope of 
collecting qualitative data, was informed by the survey on smartphone ownership carried out 
by [26] which pointed out how smartphones are being increasingly embedded in the daily 
lives in particular of people in the age range 18–29. 

As a second task, participants were asked about their subjective perceptions of security or 
privacy, using their own words. This task was also intended to understand their real 
knowledge and perception of potential privacy threats related to smartphones and 
applications. The interview then moved on to asking participants about the typologies of data 
potentially leaked by apps, as well as the reasons, modalities and potential recipients of the 
data sharing. 

As a third task, participants were first required to use their phone to check the permissions 
and privacy notes of a popular weather forecasting app and to discuss whether they were 
informative. Participants were then asked to express their expectations toward MP. No 
participants were aware of MP before entering the study, thus participants were first 
introduced to the app’s trailer, which did not show the application’s function in detail but 
rather metaphorically depicted the role of MP1 . Then, participants were shown a board with 
screenshots of UIs of MP to better articulate their thoughts. 

Finally, participants were required to install MP on their smartphone and to think aloud while 
freely exploring the information provided by MP on the app installed on their smartphones. 
Interviews were transcribed verbatim and analysed by the author through an iterative open 
thematic approach aimed at identifying and organising relevant themes from the text. Before 
proceeding with the axial coding transcripts were firstly analysed inductively to avoid biasing 
the findings with the researcher’s pre-assumption. The analysis of data was performed using 
MaxQDA, a Computer Assisted Qualitative Data Analysis (CAQDA) software following the 
guidelines suggested in [27]. Throughout the process of analysis the emerging themes and 
sub-themes were visualised using the dendrogram representation feature available on the 
CAQDA. Due to space constraints the summary of the emerging themes is available upon 
request. 

4 Findings 
Many of the findings confirmed other studies of attitudes toward mobile privacy and 
smartphone data leakage. 

  



4.1 Smartphones, Privacy Information and Control Features 

Participants were split regarding how fundamental their smartphone was to everyday life. As 
in [28], for five participants who perceived their smartphone as fundamental, such devices 
became an extension of the self which may lead to the experiencing of stress and anxiety 
when deprived of their device. As in [26], despite the divergence of opinions reported above, 
all participants experienced a range of conflicts concerning phone ownership which range 
from being exposed to undesired privacy exposition to continuous distractions. 

“I feel ashamed that everything is based on the phone but I cannot escape […] it is shamed to 
be based on the phone, to a machine to be happy” — P4 

One participant also reported relying on their smartphone in specific situations such as while 
living in a foreign country, as well as simplifying their access to public services in the 
specific case of the UK. Such context-dependent reliance on smartphones shows how the 
flexibility of such devices, along with the growing number of situations in which they are 
used, make them deeply integrated into people’s everyday lives. 

As in [12, 15, 29], participants were in general not familiar, or generally did not pay 
particular attention to, privacy information and control points such as the Privacy policy and 
the list of permissions which was hidden within the settings menu. 

4.2 Personal Perception and Concerns Toward Privacy 

As reported in [18], all participants were generally aware and concerned about different 
privacy-invasive activities of their apps. Nevertheless as in [22] and [21], four participants 
consciously accepted the trade-off in order to keep using their relevant apps and services. 

“So it’s easy to close your eyes [from the] bad things they can do with your data, not 
necessarily bad but things that you don’t want them to do with your data.” — P8 

However, five participants reported they were generally not entirely passive with regard to 
being exposed to privacy violations, and support the findings of [30] in reporting engagement 
in diverse, non-technical coping strategies to reduce the unintended collection of their private 
information. Examples of this include the denying of storing personal information for future 
use by digital marketplaces, and self-moderated information disclosure on social media and 
while using instant message apps. 

Seven participants showed a strong awareness about the trade-off concerning the use of 
mobile apps, which is in some disagreement with [11]. Together with the general rise in the 
level of concern towards the sharing of personal information online [31], this discrepancy 
may also be accounted for by the higher level of education of the sample. Furthermore, when 
probed about their subjective understanding of personal information, seven participants 
associated personal information with traits of participants’ personal identity such as personal 
views and opinions, political ideas as well as information on habits and daily routines. 

“I would probably described it as something as intimate, that I would only want to share with 
certain people at certain time” — P9;Interview 1. 

All participants were able to identify a wide range of personal information types that could be 
stored on their phones, with seven reporting having inferred these information types from 



indirect feedback, contextual cues and reflecting on their direct experience while using their 
apps. However, participants were generally unsure about which could be shared more 
frequently by their apps. Similarly to [31], location, photos and email address were among 
the personal information items that could be potentially shared more frequently by apps 
according to participants. Furthermore, as in [11] six participants admitted in particular of 
having had difficulties understanding how data could have been disclosed by their apps while 
the others were generally unsure. 

4.3 Expectations Toward MP 

As in [11, 22, 32], six participants expected MP to fulfill their interest toward the opaque data 
sharing mechanisms taking place inside their smartphones, as well enhancing transparency 
and control. 

“So it would be good to now for each app […] what they actually know about you” — P8; 
Interview 1. 

Probed further about the features they would expect from MP, participants’ answers showed 
misconceptions toward the scope of a privacy management app and the role of permissions. 
For instance, one participant mentioned deleting online footprints after a certain time and 
another participant described using apps without allowing permissions, which would impede 
the app’s ability to function. 

Finally, it may be tempting to interpret the desire for enhancing autonomy, freedom of choice 
and awareness expressed by participants as the consequence of their general understanding 
and frustration toward application data leakage. Indeed, they believed that data collection 
from apps is being voluntarily prosecuted with intended secrecy, in a way that excludes them 
and offers no chance to be consciously involved in the tradeoffs of their privacy. Users are 
concerned about the asymmetry of power between themselves and the service providers, and 
fear that the huge amount of information taken from them may be employed to affect their 
decisional autonomy, as well as other unintended uses. Users therefore value the chance of 
enhancing their awareness of data sharing and to have more opportunities to intervene in the 
trade-off between privacy and functionalities underlying the use of their smartphones. 

5 Discussion and Initial Recommendations 
Given the growing importance of smartphones in daily life and the difficulties in tackling the 
related privacy issues, privacy management apps would play a crucial role in improving 
users’ privacy. 

This research was undertaken using an experiential-based inquiry which allowed researchers 
to understand personal perceptions of privacy and expectations toward the technology, and to 
ground the initial recommendations on such insights. In particular, the research allowed the 
revealing of participants’ hidden practices, subjective meanings of privacy, and expectations 
toward the privacy management technology. As pointed out by [20], successful technologies 
are those which are able to “respond sensibly to the needs and values of users, and are not 
necessarily those that are the most usable” [20:83]. Considering the above insights, three 
main initial recommendations to enhance the transparency, reliability and user experience of 
such apps can be derived. 



Firstly, privacy-enhancing tools should show consideration of the preferences of users for 
preserving functionalities of their apps. Participants showed awareness and concern toward 
different privacy-invasive activities concerning their apps and as in [22] consciously accepted 
the trade-off in order to keep using their relevant apps and services. Despite this, and as also 
reported in [30], they were generally not entirely passive with regard to being exposed to 
privacy violations, engaging in non-technical coping strategies to reduce the unintended 
exposition of their private information. Privacy management tools should therefore support 
users in finding a balance between the need for privacy the need to keep the relevant 
functionalities of their apps and services. 

Secondly, privacy-enhancing tools should correctly inform users about the real benefits and 
actual possibility of using privacy management tools to enhance privacy of mobile 
applications. Users may not be familiar with the specific functions performed by privacy-
enhancing technologies. Furthermore, as attitudes and expectations affect the users’ intention 
to adopt a new piece of technology [33, 34], misconceptions held about the role of a privacy 
management tools is likely to lead to a mismatch between users’ expectations, reducing their 
willingness to adopt the tool if these expectations are not managed. 

Finally, greater effort is required from both design researchers and practitioners in order to 
inform users about suspected applications’ data collection behaviours in a way that matches 
their real concerns and values. The association of personal information with traits of personal 
identity has interesting design implications. In particular, research suggests that the lack of 
cognitive and emotional understanding between users and their data suggested in [21] and 
[22] can be motivated by the difficulty of understanding the outcomes of the processing of 
such data. Indeed, as pointed out by [35], the connection between apparently innocuous data 
types and their use to infer more sensitive information is likely to be hard to understand by 
average users who do not have an extensive understanding of the matter. Thus designers must 
find ways to make such connection more explicit and in so doing reducing such a cognitive 
and emotional gap. 

While the first recommendation has been partially covered in [19], who reported that users 
want protections that don’t break the functionality of the web pages and online services they 
use, the other two recommendations have not been mentioned in previous studies. 

Overall, the above recommendations represent a first attempt to derive recommendations for 
the design of PMTs for smartphones, grounded on the analysis of subjective meanings and 
perceptions of privacy and technology. In so doing, this research has contributed to the 
growing stream of research focused on the experience of privacy and security. Furthermore, 
in adopting the discursive approach described in Sect. 3.2 it provided complementary insights 
compared to those coming from studies focused on usability as in [17–19]. The potential of 
such an approach is that of leveraging Human-Centred Design practices to design privacy 
technologies which are more adherent to the values and needs of users. 

5.1 Limitations and Future Work 

One limitation of the in-depth qualitative investigation reported in this article is that the small 
sample of relatively young and well-educated participants does not allow generalisation 
across a wide population of users. However, studies enrolling a small number of participants 
are not uncommon in practice-based research [36–39] as they intend to provide a richer 



descriptive understanding of the unknown design space which can inform researchers about 
salient issues for future research and practices. Furthermore, the figure on smartphone 
ownership offered by [1], shows that in the UK people in the age groups 16–24 and 25–34 
regard smartphones as the most important device for internet access, suggesting that the 
targeted group is indeed representative of a relevant segment of the real population. 

Nonetheless, one way in which this limitation may have affected the reported findings is the 
general high level of awareness of data leakage reported by participants, which may be 
accounted for by the higher level of education of the sample. Therefore, future study may 
consider the involvement of a more heterogeneous sample which is representative of a wider 
age range groups, and different level of instructions. 

Finally, as pointed out by [20], future research may also engage with groups with specific 
needs as it is likely that a challenging group of users can offer insights which are potentially 
beneficial for the wider population. 

6 Conclusions 
This study used both semi-structured interviews and required users to think-aloud while 
going through the proposed tasks to investigate users’ personal perceptions and concerns 
towards smartphone privacy, and their expectations concerning a privacy management app. 
The findings were discussed in the light of those reported in the relevant literature. 

To improve the design of privacy-enhancing tools for smartphones it has been recommended 
to (1) explore ways to support users to find the appropriate balance among privacy and 
functionality; (2) appropriately informing users about the real benefits and possibility of the 
tool and (3) further exploring the emotional and cognitive gap concerning leaked information. 
Short Paper: Initial Recommendations for the Design 493. 

To further extend the proposed set of initial recommendations, in the next step of the study 
design probes will be used to reveal users’ experience of the privacy management app during 
a prolonged in-situ trial period. 
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