
Eurographics Conference on Visualization (EuroVis) (2016) Poster
T. Isenberg and F. Sadlo (Editors)

Hierarchical Clustering with Multiple-Height Branch-Cut Applied
to Short Time-Series Gene Expression Data

T. Vogogias1, J. Kennedy1 and D. Archambault2

1Edinburgh Napier University, United Kingdom
2Swansea University, United Kingdom

Abstract
Rigid adherence to pre-specified thresholds and static graphical representations can lead to incorrect decisions on merging
of clusters. As an alternative to existing automated or semi-automated methods, we developed a visual analytics approach for
performing hierarchical clustering analysis of short time-series gene expression data. Dynamic sliders control parameters such
as the similarity threshold at which clusters are merged and the level of relative intra-cluster distinctiveness, which can be used
to identify "weak-edges" within clusters. An expert user can drill down to further explore the dendrogram and detect nested
clusters and outliers. This is done by using the sliders and by pointing and clicking on the representation to cut the branches
of the tree in multiple-heights. A prototype of this tool has been developed in collaboration with a small group of biologists for
analysing their own datasets. Initial feedback on the tool has been positive.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Viewing algorithms—H.3.3 [Informa-
tion Search and Retrieval]: Clustering—Information filtering

1. Introduction

Genes that are involved in the same biological process usually
follow a similar expression pattern. Therefore, a common tech-
nique for reducing complexity in a dataset is to study groups of
co-expressed genes, rather than single genes [RAHZ13]. Hierar-
chical clustering algorithms (HCAs) are often used for classifying
genes into separate groups, based on similarities in gene expres-
sion levels. This is an unsupervised approach for inferring struc-
ture in the data. In the case of time-series gene expression data,
each of the clusters corresponds to a distinct temporal profile, or
pattern [WWLC08].

The challenge is to identify groups of genes in the hierarchical
structure produced by the HCA, which is known as the dendro-
gram. However, every clustering scenario is merely a hypothesis
to be tested [EC02]. Automated approaches, such as the Dynamic
Tree Cut (DTC) [LZH08], use heuristic criteria, which are not
unique and produce different clustering results. Semi-automated
approaches, on the other hand, integrate prior knowledge into the
algorithm [DCMK07, NWN∗09]. Hence, the solution is based on
assumptions about the data in hand. In the real world, there is
no "one-size-fits-all" solution and it is common to ignore special
characteristics of clusters [KK99]. Within the same dataset some
clusters may be dense (high similarity), while some others may be
sparse (low similarity). For instance, biologically associated genes
may follow a similar expression pattern during the whole experi-
ment, or only for a time period [MABK11, CCKK12]. Therefore,

the ’human in the loop’ is needed to visually explore the dendro-
gram and select potential subsets manually [SM11]. For datasets
which consist of homogeneous subsets, deciding a single similar-
ity threshold, which cuts the tree in a unified height, would be
sufficient. However, for larger dendrograms, which often consist
of heterogeneous subsets, a more effective approach would be to
choose multiple similarity thresholds. These thresholds could be
applied iteratively until a satisfactory partitioning of the dendro-
gram is achieved. In other words, the user task could be transformed
into finding where to cut the branches that form different clusters,
by suggesting different clustering scenarios (Figure 1). Similar ap-
proaches have been investigated in the past for exploring graph
structures, as in [AMA08, AVHK06].

Figure 1: Multiple-height branch-cut.

We have developed an interactive tool that enables the user to
manually select clusters by applying multiple-height branch-cuts
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on demand. There are two types of similarity thresholds: global
that apply to the whole dendrogram and local that only apply to
parts of the tree, such as selected branches of interest, enabling a
more finely-grained exploration. This is a synergistic approach that
combines the strengths of HCAs with the ability of humans to vi-
sually detect patterns and anomalies in the data.

2. Previous Work

There are many visualisation tools for exploring patterns in tempo-
ral data. However, most of them are either too generic to be appli-
cable to short time-series gene expression data, or only appropri-
ate to serve the analysis needs of particular datasets. For instance,
TimeSearcher [HS01] is a generic tool for interactively exploring
time-series. However, the users need to know in advance the time
patterns they are interested in. Hierarchical Clustering Explorer
(HCE) [SS02] is a tool designed for multivariate gene expression
data. However, it only supports a single-height cut-off similarity
threshold for performing clustering analysis. Similarly, a technique
presented in [CMP09] uses a single-height cut-off value to provide
improved visibility by simplifying the dendrogram representation.

In addition, many visualisation approaches focus on explor-
ing phylogenetic trees [HBW∗14], which look similar to dendro-
grams. Treejuxtaposer [MGT∗03] compares two phylogenetic trees
to merge similar parts. Tree comparison techniques are not useful
for exploring different merging scenarios in a single dendrogram.
To our knowledge, the most relevant visualisation tool for our task
is Pathline [MWS∗10]. This is an interactive tool, developed as a
case study for exploring gene expression temporal profiles across
different species. It requires synchronised experimental data from
three different sources, which unfortunately is rare and expensive
to reproduce [CZWT15]. Our approach can be applied to any short
time-series, which according to [EBJ06] constitute the 80% of Mi-
croarray time-course gene expression datasets.

3. Visual design and UI controls

In the typical top-down dendrogram representation (Figure 1), each
edge length is proportional to the overall distinctiveness score of
the branch it connects with the rest of the tree [CRV08]. However,
for large dendrograms, this convention does not always produce in-
telligible results, because the hierarchical structure is too large to
browse. In our approach we adopted a space efficient radial lay-
out [MR10] and we quantify and control the property of distinc-
tiveness using a dynamic slider [AS94].

The user interface (UI) is composed of two linked view compo-
nents. The top view constitutes a radial representation of the den-
drogram, while the bottom view is a representation of the origi-
nal short time-series gene expression data, using parallel coordi-
nates [ID91]. A capture of the user interface is shown in Figure 2.

A global similarity threshold can be applied using a dynamic
slider. Branches that belong to the same cluster get the same colour.
This feature is useful for identifying the main clusters and also for
testing the different scenarios that the single-height approach can
investigate. A second dynamic slider can be used for identifying
sub-clusters, which appear considerably more homogeneous than

Figure 2: Three subsets of genes that exhibit distinctive time
patterns, visually encoded using colour. The dataset consist of
the fold change of 800 differentially expressed genes in five time
points. The original dataset can be found in the Gene Expres-
sion Omnibus (GEO) [EDL02] repository with accession number
GSE49577 [KLHS14].

the larger ones in which they often belong to. Hence, the second
slider sets the maximum allowed similarity distance between a par-
ent main cluster and a child sub-cluster. Distinctive ’weak-edges’
between neighbouring nodes are coloured red, to give a hint to the
user. Experimenting with different ’distinctiveness’ thresholds, can
help in identifying possible outliers and nested clusters.

Each gene is represented as a line in the parallel coordinates view
and as a rectangle at the dendrogram view. Similarity scores, which
are always intermediate branch nodes, are represented as circles of
diameters proportional to their value. The user can hover over those
circles to get a preview of the branch-cut and then click to select
it. Moreover, a gene of particular interest could be highlighted by
double clicking on its mapped rectangle. Each selected subset could
be then exported as a comma separated values (CSV) file.

4. Conclusion

As an alternative to approaches that make assumptions about the
data in hand, we developed a visual analysis tool for the hierarchi-
cal clustering of any short time-series gene expression data. The
tool makes the algorithm more transparent, by enabling a more
steerable exploration of the dendrogram. Its interactive design can
help in identifying nested clusters and outliers, through this syner-
gistic approach.
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