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ABSTRACT
Software is designed for humans and must account for their values. However, current research
and practice focus on a narrow range of well-explored values, e.g. security, overlooking a more
comprehensive perspective. Those exploring a broader array of values rely on manual
identification, which is labour-intensive and prone to human bias. Moreover, existing methods
offer limited reliability as they fail to explain their findings. In this paper, we propose leveraging
the reasoning capabilities of Large Language Models (LLMs) for automated inference about
values. This allows for not only detecting values but also explaining how they are expressed
in the software. We aim to examine the effectiveness of LLMs, specifically ChatGPT (Chat
Generative Pre-Trained Transformer), in automated detection and explanation of values in
software artifacts. Using ChatGPT, we investigate how mobile APIs align with human values
based on their documentation. Human evaluation of ChatGPT’s findings shows a reciprocal shift
in understanding values, with both ChatGPT and experts adjusting their assessments through
dialogue. While experts recognise ChatGPT’s potential for revealing values, emphasis is placed
on human involvement to enhance the accuracy of the findings by detecting and eliminating
convincing but inaccurate explanations provided by the language model due to potential
hallucinations or confabulations.

ARTICLE HISTORY
Received 21 August 2024
Accepted 3 March 2025

KEYWORDS
Human values; software;
ChatGPT; LLMs

1. Introduction

Considering human values is a critical imperative in
software development (Mougouei et al. 2018; Perera
et al. 2020). Breaching values may lead to user dissatis-
faction, reputational and financial losses, and societal
consequences (Bellamy et al. 2019; Hussain, Mougouei,
and Whittle 2018; Ian 2023; Mougouei 2020; Perera
et al. 2019). While not all violations of human values
are publicised, some have made their way to the first
page of the news articles. Social media platforms like
X (Twitter) failing to curb cyberbullying against a par-
ticular gender (Maeve Duggan n.d.) resulted in users
feeling disempowered and fostered a climate of distrust
(Haleema Bhatti n.d). Facial recognition software exhi-
biting biases and erroneous detection has compromised
individual privacy and perpetuated racial biases, erod-
ing trust among users (Joanne Cavanaugh Simpson
n.d.). Another example is the failure of the CovidSafe

application sponsored by the Australian Government,
which not only raised concerns about privacy and trans-
parency but ultimately led to its removal due to user dis-
satisfaction and distrust (Jason Cartwright n.d.). The
consequences can extend to the entire software ecosys-
tem when value breaches occur in frequently used soft-
ware libraries (APIs).

While therehavebeen efforts to integrate humanvalues
into software, a significant obstacle, as acknowledged in
existing literature, lies in the absence of practical under-
standing of values (Mougouei et al. 2018; Nurwidyantoro
et al. 2022; Perera et al. 2020). This arises from the intricate
and subjectively interpreted nature of values and their
manifestations. This resembles a chicken-and-egg pro-
blem: understanding values is crucial for detecting their
representations in software artifacts, yet without knowl-
edge of these (practical) representations, a comprehensive
understanding remains elusive. It is, therefore, important
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to connect practitioners’ understanding of values with the
practical representations of those values. The existing state
of research and practice is confined either to a limited sub-
set of extensively examined values, with a significant focus
on security andprivacy (Baldassarre et al. 2020), overlook-
ing the broader spectrum of human values (Schwartz
2012), or relies on the manual identification of values
(Khan et al. 2022; Krishtul et al. 2022; Nurwidyantoro
et al. 2023, 2022; Obie et al. 2021; Perera et al. 2020). How-
ever, a manual approach is laborious and susceptible to
human bias due to subjective interpretations of values.
Furthermore, current methods often lack transparency
as they fail to explain their reasoning about values.

On the other hand, Large Language Models (LLMs),
like ChatGPT, open a promising pathway in reasoning
about human values in software artifacts. Their evident
proficiency in automated analysis (Chen et al. 2021;
Colavito et al. 2024) of large-scale textual content and
the ability to learn from limited samples (Brown et al.
2020) positions them as noteworthy tools. LLMs can
also explain their reasoning processes about human
values, enabling a thorough evaluation of the findings
about these values. Trained on a diverse corpus of text,
these models cultivate nuanced language understanding,
thereby enabling the recognition of values across diverse
contexts (Brown et al. 2020). Although LLMs have
demonstrated effectiveness in detecting patterns in soft-
ware artifacts, e.g. in automated issue labelling (Colavito
et al. 2024), there has not been any effort to utilise them
for reasoning about values.Our study explores the poten-
tial of ChatGPT in unveiling the alignment of standard
and third-party Android and iOS APIs with human
values based on their documentation. The study aims
to address the following research questions:

RQ1: What patterns of human values does ChatGPT
reveal in mobile APIs?
RQ1.1: How do mobile APIs align with socially and
personally focussed values?
RQ1.2: How do value alignments vary across differ-
ent API themes?
RQ1.3: How do value alignments vary across
Android/iOS APIs?
RQ2: How accurate are value alignments revealed by
ChatGPT?
RQ2.1: How do experts evaluate value alignments
across different values?
RQ2.2: How do experts evaluate value alignments
across API themes?
RQ2.3: How do experts evaluate value alignments
across Android/iOS APIs?

RQ2.4: What are the primary causes of disagreement
among experts?
RQ2.5: How do experts rate the (endorsed) value
alignments?
RQ3: How does ChatGPT’s prompt completion vary
for different mobile APIs?
RQ3.1: How does ChatGPT’s response time vary for
different mobile APIs?
RQ3.2: How does ChatGPT’s response size vary for
different mobile APIs?
RQ3.3: How does ChatGPT’s prompt size vary for
different mobile APIs?
RQ3.4: What is the interplay between prompt
characteristics and ChatGPT’s responses?

Note 1: This study does not use ChatGPT as a classi-
fier that merely specifies the presence or absence of
human values; instead, it utilises the reasoning capa-
bilities of ChatGPT not only to identify but more
importantly to explain the rationale for the value
alignments.
Note 2: Currently, there is no automated technique
for detecting and explaining human values and
their diverse manifestations in software artifacts;
we have evaluated the accuracy of ChatGPT findings
through human assessment.

To address the research questions, we employ a method-
ology that combines ChatGPT with domain expertise to
uncover the alignment of mobile APIs with human
values. The study comprises three phases: Data Acqui-
sition, Pilot, and Main Study. In the Data Acquisition
phase, we sampled 3,000 standard and third-party
Android and iOS APIs with diverse functionalities.
ChatGPT mediated disagreements in the pilot study
and, subsequently, revealed human values. The Main
Study used insights from the pilot study to develop an
automated framework for detecting value alignments
in API documentation. The framework capitalises on
ChatGPT’s ability to justify its findings, fostering dis-
cussions about values. To ensure accuracy, a panel of
six software engineering experts evaluated a substantial
portion of value alignments identified by ChatGPT,
striving to reconcile disagreements with the language
model through discussions.

An intriguing finding revealed a significant recipro-
cal shift in understanding human values between
experts and ChatGPT during discussions, resolving
the majority (96%) of disagreements. Following the
debates, experts changed their opinions to align with a
notable percentage of ChatGPT’s identified value align-
ments, highlighting ChatGPT’s ability to reveal subtle
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value complexities that are challenging for humans to
discern initially. However, ChatGPT also exhibited its
ability to calibrate its understanding of the manifes-
tations of values in API documentation by adjusting a
notable portion of its findings after deliberating with
the experts. While experts broadly endorsed 75% of
ChatGPT’s findings, signifying the accuracy of the
initial findings, residual disagreements highlighted the
need for human involvement to identify and mitigate
potential issues such as AI hallucination (Athaluri
et al. 2023) in the findings. Moreover, a substantial pro-
portion of findings left experts neutral, underscoring the
ongoing need for discussions between the machine and
experts to establish a common understanding of human
values.

2. Background and related work

2.1. Human values in software engineering

Human values play a pivotal role in shaping individuals’
lives and decisions, embodying their perceived signifi-
cance and worth (Cheng and Fleischmann 2010).
These values, reflecting personal beliefs, serve as bench-
marks guiding the assessment and choice of actions or
policies (Schwartz 2012). Common human values are
rooted in language, religion, philosophies, and commu-
nal traditions, including safety, sustainability, family,
freedom, and equality. These values originate from
fundamental human needs such as the survival of indi-
viduals, requirements for social interaction, and the sur-
vival and welfare of groups (Schwartz 1992). Human

values are intricately connected to emotions, where
threats or support to a value can distress or inspire indi-
viduals (Schwartz 2012). One of the widely adopted rep-
resentations of human values comes from Schwartz’s
theory of basic values, identifying ten categories like
Benevolence and Stimulation, each associated with
specific value items (Schwartz 2012) (Figure 1(a)).
This model provides a framework for understanding
the complexities of human values and their impact on
various aspects of life, including decision-making and
societal structures. and an updated version introducing
19 basic values arranged in a circular manner (Schwartz
et al. 2012) (Figure 1(b)).

Considering human values in software development
is not just desirable but is a critical imperative, as
emphasised in the literature (Mougouei et al. 2018).
Failure to incorporate human values in software can
lead to adverse consequences, including user dissatisfac-
tion, reputational and financial losses, and broader
societal impacts (Bellamy et al. 2019; Hussain, Mou-
gouei, and Whittle 2018; Ian 2023; Mougouei 2020;
Perera et al. 2019). Some instances of overlooking
human values, such as Twitter’s ineffective response to
cyberbullying targeting a specific gender (Maeve Dug-
gan n.d.) and biases in facial recognition software
(Joanne Cavanaugh Simpson n.d.), have received
media attention. The failure of the CovidSafe app in
Australia also highlighted the importance of addressing
privacy concerns to prevent user dissatisfaction and loss
of trust (Jason Cartwright n.d.). Various frameworks
and methodologies, such as Value-based Requirement
Engineering (VBRE) (Thew and Sutcliffe 2018), Value

Figure 1. The original and updated model of human values from Schwartz (Schwartz et al. 2012).
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Sensitive Design (VSD) (Friedman et al. 2013), Contin-
ual Value(s) Assessment (CVA) (Perera et al. 2020), and
the Human Values Dashboard (Nurwidyantoro et al.
2023), have been proposed to integrate human values
into the software development process. However, a sig-
nificant challenge, as emphasised in the literature (Hus-
sain, Mougouei, and Whittle 2018; Mougouei et al.
2018; Mougouei 2020; Perera et al. 2019, 2020), lies in
the practical understanding of human values. Values
are context-dependent and manifest in various forms,
making them hard to define. While certain values like
security and privacy have been studied, the broader
spectrum of human values remains under-explored,
making it challenging to define and operationalise
them in software development (Mougouei et al. 2018).
Moreover, human values are often implied rather than
explicitly stated (Hanel et al. 2018). This further
compounds the complexity of making inferences
about values; reasoning is needed and a simple key-
word-based search does not suffice to capture the com-
plexity of values and their diverse manifestations
(Jamieson, Yamashita, and Foong 2024). Last, auto-
mated approaches are needed to make inferences on
human values in software artifacts as a manual approach
will not be scalable and is prone to human error and
personal biases.

2.2. Large language models for reasoning about
human values

Large Language Models (LLMs) such as ChatGPT are
shaping the future of software engineering, showcasing
robust capabilities as dialogue systems and leaving a
notable impact on qualitative studies utilising NLP tech-
niques (Guo et al. 2023). Comparative analyses with
fine-tuned LLMs like BERT and RoBERTa across var-
ious tasks reveal that ChatGPT outperforms RoBERTa
in specific scenarios (Qin et al. 2023; Zhong et al.
2023). Noteworthy achievements include ChatGPT’s
proficiency in categorising implicit hate speech and
excelling in automatic genre identification tasks, outper-
forming humans in providing explanations (Huang
et al. 2023; Kuzman, Mozetič, and Ljubešić 2023). This
positions ChatGPT as a promising tool for data annota-
tion, particularly in the identification of implicit hateful
tweets. In Software Engineering, ChatGPT has proven
its significance, displaying effectiveness in diverse soft-
ware development tasks, including software require-
ments generation (Beganovic, Jaber, and Almisreb
2023; Khojah et al. 2024). Experimental studies compar-
ing its performance with human participants under-
score its potential integration into development teams,
leading to a transformative shift in how virtual members

could contribute to, coach, and even execute portions of
development work (Bera, Wautelet, and Poels 2023).
However, researchers caution for guided integration of
AI (Artificial Intelligence), emphasising structured and
supervised usage (Daun and Brings 2023).

Large Language Models (LLMs), like ChatGPT, can
go beyond their traditional role in software engineering
to uncover and make inferences about human values in
textual software artifacts (Fischer, Luczak-Roesch, and
Karl 2023). Recent advancements, especially in models
such as ChatGPT, demonstrate their ability to navigate
complex aspects of human values. The automated
reasoning capabilities of LLMs make them valuable for
revealing implicit values in software artifacts (Chen
et al. 2021). Trained on diverse corpora, LLMs develop
complex language understanding, enabling the recog-
nition and interpretation of values in code, documen-
tation, and user interfaces (Brown et al. 2020). The
combination of contextual reasoning and pattern recog-
nition in LLMs plays a pivotal role in reducing human
bias and promoting transparency in integrating values
into software artifacts (Brown et al. 2020). Moreover,
the ability of LLMs to explain their findings enhances
the reliability and transparency of any findings about
human values, facilitating comprehension for develo-
pers and stakeholders. This positions LLMs as promis-
ing tools for automated reasoning about human values
(Alshami et al. 2023).

While the existing literature has recognised the
potential of LLMs for various applications in software
engineering (Beganovic, Jaber, and Almisreb 2023; Ma
et al. 2023; Rahmaniar 2023), including requirements
analysis (Zhang et al. 2023), improving code quality
(Kou et al. 2024; Surameery and Shakor 2023; White
et al. 2024), software evaluation (Jalil et al. 2023; Khojah
et al. 2024; Ronanki, Cabrero-Daniel, and Berger 2022;
Wang et al. 2024), supporting agile development
(Bera, Wautelet, and Poels 2023), and software engin-
eering education (Daun and Brings 2023; Lehtinen,
Koutcheme, and Hellas 2024), a key gap remains in
leveraging LLMs for reasoning about human values
despite the promise of LLMs in ethical judgments (Hen-
drycks et al. 2021).

Despite their remarkable capabilities, LLMs face
challenges, particularly with hallucinations (Bellini-
Leite 2024; Smith, Greaves, and Panch 2023) and
confabulations (Smith, Greaves, and Panch 2023). Hal-
lucinations occur when a language model generates
convincing yet ungrounded arguments or presents a
selective, misleading view of reality (Huang et al.
2023). For example, LLMs may provide seemingly
plausible yet misleading explanations rooted in patterns
from their training data, erroneously presenting them as
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factual (Smith, Greaves, and Panch 2023). These issues
are especially prevalent in multilingual translation
models, where hallucinations often arise in low-
resource language pairs or translations from English
(Guerreiro et al. 2023). For instance, Tamil trans-
lations exhibit a concerning rate of hallucinations,
with over one in eight cases containing toxic text
linked to training data, highlighting critical safety
risks (Guerreiro et al. 2023). Similarly, ChatGPT has
been observed to produce off-target translations,
such as unrelated responses or excessive generation
(Guerreiro et al. 2023). Some of the existing works
favour the term ‘confabulation’ over ‘hallucination’
(Smith, Greaves, and Panch 2023), arguing this term
more accurately describes false but coherent infor-
mation generated by the language models. LLMs also
exhibit limitations in terms of bias. Studies have
shown that LLM-generated content demonstrates gen-
der and racial biases (Fang et al. 2024). These biases
stem from various sources throughout the LLM life-
cycle, including training data, model specifications,
and policy decisions (Ferrara 2023). In educational
contexts, the integration of LLMs raises concerns
about exacerbating inequalities, as biases can originate
from multiple steps in the development and appli-
cation process (Lee et al. 2024). Furthermore, LLMs
tend to exploit dataset biases and artifacts as shortcuts
for prediction, hindering their generalizability and
adversarial robustness (Dogra et al. 2024). Addressing
these biases requires a multifaceted approach includ-
ing the development of more equitable and transpar-
ent AI systems, as well as improved methods for
identifying, quantifying, and mitigating biases in
language models (Ferrara 2023). These limitations
underscore the importance of incorporating a human-
in-the-loop approach, where human oversight can
ensure the contextual relevance and accuracy of LLM
inferences. Integrating human oversight remains a criti-
cal component to addressing challenges such as halluci-
nations and confabulations, enabling LLMs to deliver
outputs that are not only reliable but also contextually
and ethically informed.

This study demonstrates how ChatGPT, a large lan-
gue model, can be utilised to make inferences about
human values in mobile API documentation to not
only identify the manifestations of human values but
more importantly explain them to enhance the credi-
bility of such findings. We emphasise the importance
of human oversight by performing a manual evaluation
of a subset of ChatGPT findings through an interactive
dialogue-based approach to discuss with the language
model its findings and identify potential hallucinations
or confabulations.

3. Methodology

This study aims to investigate the effectiveness of large
language models, specifically ChatGPT, in automated
detection and explanation of human values in software
artifacts. To explore the potential of large language
models in revealing human values in software artifacts,
we have conducted a case study to identify the align-
ment of Android and iOS APIs with human values
based on their documentation. Human values are exam-
ined in the API documents from the app user’s perspec-
tive using ChatGPT in combination with expert
opinions. The study comprises three phases as outlined
in Figure 2: Data Acquisition, Pilot Study, and Main
Study.

3.1. Data acquisition

We gathered a dataset of around 10, 000 APIs compris-
ing both standard and third-party Android and iOS
APIs. The dataset comprises 647 standard Android
APIs (Java) sourced from the Android API Reference1

and 148 iOS APIs (Swift) retrieved from the Apple
Developer Documentation2. The dataset also includes
9, 291 open-source third-party APIs, comprising 6,
916 for Android and 2, 375 for iOS, gathered from
GitHub. Prior to analysis, an initial data cleaning was
performed to eliminate APIs lacking proper documen-
tation. Subsequently, a subset of 3, 000 APIs was ran-
domly and proportionately (stratified) selected.

3.2. The pilot study

We designed a pilot study to evaluate the alignment of
APIs with human values from a user perspective.
Initially, a set of API documents was chosen, and two
coders (SE experts – coauthors) labelled them based
on their alignment with values. The labelling process
revealed concerns, with the only a fair level of agree-
ment (Cohen’s Kappa = 0.33) between the coders and
issues related to laborious manual labelling. Subjective
judgments by coders made justifications challenging.
Coder availability added complexity to manual label-
ling. To address these issues, ChatGPT was used as a
mediator to reconcile coder disagreements. Disagree-
ments were discussed with ChatGPT, and its justifica-
tions were used for reconciliation. Coders followed a
defined criterion for determining API alignment. As
the study progressed to a larger-scale analysis, auto-
mation concerns emerged due to the labour-intensive
nature of providing prompts to ChatGPT. Error hand-
ling became crucial for consistency and robustness in
detecting human values’ patterns in API documents.

BEHAVIOUR & INFORMATION TECHNOLOGY 5



3.3. The main study

As depicted in Figure 2, the main study builds upon
insights from the pilot study to develop a comprehen-
sive framework for identifying the alignment of APIs
with values based on their documentation. leveraging
the potential of ChatGPT, the framework prioritises
automation to handle the large-scale labelling of APIs
while handling occasional errors in responses.
Implemented in Python3, the framework utilises the
ChatGPT API (gpt-3.5-turbo) to automate labelling,
addressing errors in content-related outputs and techni-
cal interactions. We employ extractive text summarisa-
tion to respect ChatGPT’s token limitation constraints
(El-Kassas et al. 2021). Error handling, including filter-
ing out invalid justifications and implementing a retry
mechanism for technical issues, ensures the study’s
findings’ quality and accuracy. To validate ChatGPT’s
labels, 10% are assessed by a panel of 6 SE experts
(coauthors of the papers), who provide opinions and

reconcile their disagreements with the language model
when possible (Figure 2).

3.4. Iterative refinement process

The ChatGPT prompts used in the pilot and main
studies were developed through an iterative refinement
process referred to as Prompt Crafting, as outlined in
Figure 2. Similar processes are referred to by literature
as Prompt Engineering (Giray 2023). However, we pre-
fer the term ‘crafting’ over ‘engineering’ as it highlights
the creative, complex, and trial-and-error nature of
developing prompts for language models. This termi-
nology also recognises the ad-hoc characteristics of
the interplay between prompts and responses from
the language model, highlighting how sensitively the
model’s responses depend on the framing of the
prompts. This is particularly important in the context
of the GPT models as their behaviour keeps changing

Figure 2. An overview of the methodology.
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online not only through the stochastic nature of these
models but also due to the fact that even the same
model, e.g. GPT-3.5, keeps being updated with unknown
impacts on the interpretations of the prompt; the same
prompt may produce accurate responses today but not
tomorrow. This lack of transparency is a major limitation
of large language models, which restricts the reproduci-
bility of any findings revealed using the exact same
prompt with a given model (Liao and Vaughan 2023;
Zhao et al. 2024).

The prompt crafting process began with framing a
prompt. This prompt was submitted to ChatGPT, and
its response was inspected for accuracy based on
whether the identified value alignments were consistent
with Schwartz’s theory of basic values, clearly justified,
aligned with provided examples, traceable to the API
documentation, and reflected user perspective, not
developers. Potential issues, such as misinterpretations
of values, vague (or unsupported) reasoning, failure to
identify implicit connections, and confusion between
user and developer perspectives, were discussed.
Through several iterations, the following actions were
taken to refine prompts for higher accuracy: clarifying
instructions, explicitly providing the definition of
human values from Shwartz’s work (Schwartz 2012;
Schwartz et al. 2012) in the prompt, providing sample
explanations linking API documentation to values,
and emphasising prioritisation of more relevant and
well-supported value alignments.

For instance, we noticed that if ChatGPT was asked
to identify expressions of values without emphasising
the directness of these expressions, the language
model sometimes overextended its reasoning to estab-
lish connections between the API document and values,
even when unrealistic. Conversely, emphasising only
direct links limited the model’s reasoning capabilities,
preventing it from uncovering implicit links, sometimes
even ignoring evident links. To address this dilemma,
we: explained to ChatGPT what we mean by direct
links to ensure tractability, provided sample expla-
nations directly linking API documentation to values,
and instructed the model to identify all value alignments
while prioritising the top three most relevant ones.
These refinements produced more balanced responses,
though some inconsistencies remained. Another issue
revealed during the inspection was ChatGPT’s con-
fusion between the API user (the developer who uses
the API to create a mobile app) and the end user (the
app user who interacts with the API as part of the
app). This issue was largely mitigated by explicitly
defining the app user in the prompt and emphasising
that we sought manifestations of values from the app

user’s perspective, not the developer’s. Nevertheless,
occasional confusion persisted.

These enhancements occurred through multiple iter-
ations. The process was repeated until sample responses
from ChatGPT met the above-listed criteria, including
relevance, consistency, and clarity in linking API docu-
mentation to values. Responses were also qualitatively
evaluated for completeness and logical reasoning.

To mitigate biases associated with subjective prompt
choices, the iterative refinement process was conducted
collaboratively, involving multiple co-authors to ensure
diverse input. Once the prompts were finalised, they
were fixed and uniformly applied without any further
modifications. In the pilot study, experts consistently
used these finalised prompts. In the main study, all
prompts were executed exactly as finalised, using
ChatGPT API (not the online chat interface), ensuring
uniformity.

4. Pilot study

In the pilot study, a set of 50 Android and iOS APIs was
randomly selected and two coders (SE experts, coau-
thors) evaluated the alignment of the APIs with values
(e.g. Self-Direction) manifested by their associated
value items (e.g. Privacy) (Schwartz 2012). An API
was deemed aligned with a value if, based on its docu-
mentation, it contributed to one of its manifestations
(value items) from the user’s perspective. ChatGPT
was initially used to help reconcile the disagreements
between the coders. The reconciliation process involved
asking ChatGPT’s opinion on the alignment of the APIs
with the values (value items) where the coders could not
agree. ChatGPT’s argument was put forth to the coders
instigating further discussion. The use of ChatGPT was
then extended to identify the value alignments
primarily.

4.1. Experts labelling the APIs

Each coder was a software expert (coauthor) with sub-
stantial practical experience in the field. Before the lab-
elling process, the coders underwent a training phase to
establish a shared understanding of Schwartz’s model of
values and the labelling process.

The training process comprised four main com-
ponents. First, the coders studied seminal works that
explain Schwartz’s theory of basic values (Schwartz
1992, 2012), including the definition of values and
their interrelationships. Second, the coders reviewed
several publications about human values from flagship
software engineering venues (Hussain, Mougouei, and
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Whittle 2018; Hussain et al. 2020; Mougouei et al. 2018;
Mougouei 2020; Nurwidyantoro et al. 2023, 2022; Per-
era et al. 2019, 2020) to understand human values in
the context of software. Third, the coders watched a
video tutorial that demonstrated how to detect human
values in API documentation and how to record their
opinions in a spreadsheet; this video was prepared by
one of the coauthors (author X), who had previous
experience in detecting human values in software arti-
facts and did not participate in the pilot study. Fourth,
the coders initially coded a small sample of the APIs,
after which feedback was provided by author X only
regarding compliance with the definitions of values
from Schwartz’s theory.

The inter-rater agreement level was calculated using
Cohen Kappa; despite the initial training, only a fair
level of agreement (Kappa = 0.33) was reached, overall.
A moderate level of agreement was calculated for the
value of Universalism (Kappa = 0.48) while the coders
only slightly agreed on the alignment of the APIs with
Self-Direction and Stimulation. The coders did not
declare any API aligned with Tradition. A follow-up dis-
cussion revealed the following concerns.

Concern 1: Labeling is a tedious task. The assessment
of APIs’ alignment with values proved to be a laborious
task. In particular, the practicality of evaluating the align-
ment of the APIs with a large number of values and value
items without sacrificing accuracy was questioned by the
coders. Similar works have echoed this concern (Nurwi-
dyantoro et al. 2023, 2022; Perera et al. 2020).

Concern 2: Arduous labelling leads to bias. The coders
often expressed feelings of monotony, leading to a
decline in their attentiveness compared to the initial
stages of labelling. As a result, they resorted to making
assumptions and drawing conclusions to expedite the
labelling process. For instance, they deduced that cer-
tain types of graphical user interfaces fostered creativity
and, thus, were relevant to the value of Creativity. Such
conclusions, based on arguable justifications, raised
concern about the reliability of the labels.

Concern 3: Subjective judgments and lack of justifica-
tion make it hard to verify. When coders were asked to
provide justification for the labels, they often found it
difficult; the justifications were in many cases arguable,
lacking strong evidence in the API documentation.
Expressions such as ‘It might… but I am not sure’
were frequently used.

Concern 4: Direct versus Indirect links. The coders
documented that the alignment of the APIs with values
was not entirely straightforward in many cases and
necessitated a certain level of reference. A seemingly
straightforward remedy might involve solely considering
the direct links (alignments). However, this gives rise to a

more intricate predicament for the coder to determine:
‘What degree of directness qualifies as direct?’

The primary aim of the pilot study was to demon-
strate the inherent difficulties for humans in evaluating
59 value items (under 10 value categories) with subjec-
tive interpretations and diverse manifestations in soft-
ware artifacts, while accurately detecting and
explaining them. This critical challenge has somehow
been downplayed in existing literature, where studies
report a high level of interrater agreement (Nurwidyan-
toro et al. 2022; Perera et al. 2020) achieved through dis-
cussions among raters–yet fail to document the
rationale behind their evaluations or the reasons for
agreement or disagreement. This lack of transparency
makes their results difficult to verify. In such cases,
reporting a high Kappa score may present a misleading
picture by masking the inherent subjectivity involved in
interpreting values and overlooking the significant
limitations of manual approaches in accurately detect-
ing and explaining values at scale. The pilot phase in
our study was structured to highlight the limitations
of manual approaches in detecting and explaining
value alignments, rather than to establish final inter-
rater reliability. Consequently, the Kappa value was
computed before attempting to resolve expert disagree-
ments. Based on related studies (Nurwidyantoro et al.
2022; Perera et al. 2020), it is foreseeable that a higher
Kappa score could have been achieved had we pursued
such resolutions. However, doing so would have masked
the challenges inherent to manual labelling–specifically
those outlined in Concerns 1–4–including the high
degree of subjectivity that varied across different values,
as highlighted.

To maintain objectivity and surface these challenges,
disagreements were intentionally not reconciled during
the pilot phase. Instead, the focus was on exposing the
limitations of manual coding approaches and revealing
the natural variations in interpretation that arise when
evaluating human values. These challenges were then
systematically addressed in the main study. Rather
than avoiding the subjectivity inherent to human values,
we proposed an approach that embraces it through
human-LLM dialogue–enabling disagreements to be
debated and clarified, rather than concealed. This meth-
odology mirrors real-world value evaluations, where
interpretations often evolve through deliberation rather
than static agreement. This interactive approach natu-
rally led to higher levels of agreement between experts
and ChatGPT, as well as substantial inter-rater reliability
(Kappa = 0.78) and agreement rates (86%) in the main
study. These metrics were calculated based on the evalu-
ation of ChatGPT’s explanations for value alignments–
not merely detecting the presence or absence of values,
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as often done in prior work. As such they cannot be com-
pared against the metrics from the pilot study as they are
computed under different settings.

4.2. ChatGPT as a mediator

We employed the language model of ChatGPT as a
mediator for reducing ambiguities in the coders’ compre-
hension of values and exploring the possibility of lever-
aging ChatGPT to facilitate the resolution of their
disagreements. This was motivated by Concerns 1–4
articulated in Section 4.1. ChatGPT’s opinion was sought
in the presence of both coders to ensure impartiality. Fol-
lowing several refinement cycles, we devised a template
for the prompts, exemplified in the following instance.

ChatGPT’s opinion about aligning an API with a
value item.

Consider the following API documentation

and Schwartz’s model. Assess the alignment of the
API with the value item of ‘Variation in Life’ from
an app user perspective. Deem an API aligned with
a value item if it contributes to supporting, enhan-
cing, or considering that value item in the mobile
app, from a user perspective. Provide a brief justifica-
tion for your response. ‘https://github.com/pvasa/
cameraview-ex’.

The API can be considered aligned with the
value item of Variation in Life. The API allows
users to capture and explore various moments, add-
ing variation to life. The API enables users to capture
photos and videos, which can contribute to experien-
cing different aspects of life and adding variety to
personal experiences…

ChatGPT was used to reconcile the cases of disagree-
ment with the following breakdown. In around 80% of
the cases, both coders agreed with the justification pro-
vided by ChatGPT regarding the alignment of the APIs
with values. In other cases, the coder did not agree with
ChatGPT’s initial justification, seeking further clarifica-
tion. The clarification was evaluated as either ‘convin-
cing’ or ‘arguable’. The coders were, at large,
impressed by the level of detail provided in ChatGPT’s
justifications and described them as ‘rationally
grounded’ and ‘worthy of investigation.’ Nonetheless,
ChatGPT’s ability to detect the connections between
the API documents and values demonstrated sensitivity
to how the prompts were framed. Notably, when terms
such as ‘directly aligned’ were emphasised in the
prompts to enhance the labels’ precision presumably,

ChatGPT tended to declare nearly all APIs as not
directly aligned with values, exhibiting an overly cau-
tious behaviour. This observation also further empha-
sised the concern raised by the coders during the
labelling process about the difficulty of determining
the ‘degree of directness’ (Concern 4 in Section 4.1).

4.3. Extending the role of ChatGPT to labelling
the APIs

The use of ChatGPT as an intermediary exhibited the
potential to provide reasonable justifications concerning
the alignment of the APIs with values, thereby helping
reconcile the disagreements between the coders. None-
theless, in such instances, the use of ChatGPT was sub-
ject to partial guidance, primarily from prompting
ChatGPT to evaluate the alignment of the API with a
specific value which was the place of argument between
the coders. We extended the role of ChatGPT beyond a
mediator to detect the alignment of the APIs with
human values. Therefore, the prompt used in Section
4.2 was revised to allow for labelling the APIs. To ensure
a consistent and reliable stream of responses, we exe-
cuted several iterations of the iterative refinement pro-
cess on the prompt as outlined in Section 3 (Figure 2).
Also, we explicitly provided Schwartz’s model in the
prompt to avoid inconsistencies.

ChatGPT to detect the alignment of an API with
human values.

Consider the following API documentation.
Assess the alignment of the API with the values in
the Schwartz model from the app user’s perspective.
Consider an API aligned with a specific value if it is
aligned with at least one value item associated with
that value. An API is aligned with a value item if it
contributes to supporting, enhancing, or considering
that value item for the app user. Provide clear justi-
fication for each alignment…‘https://github.com/
recruit-mp/RMPZoomTransitionAnimator.’
‘Schwartz’s model: values & value items’

Sure, here are the value alignments…
. Self-Direction (Freedom): The API allows users to

customise the animation in their mobile app; giv-
ing them the freedom to personalise the visual
experience.

. Hedonism (Enjoying Life): The API provides a
smooth and visually pleasing animation, which
enhances the enjoyment and pleasure of the app
users.
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ChatGPT’s responses were found promising, yet
exhibited sensitivity to the framing of the prompts,
e.g. the presence or absence of certain words led to
declaring or not declaring APIs as aligned with values.
While the primary focus rested on soliciting justifica-
tions exclusively from the app user’s standpoint, it was
observed that ChatGPT occasionally provided justifica-
tions relating to the alignment of the APIs to developer
values. For instance, it elucidated, ‘The API’s provided
helper methods simplify the process of sending and
receiving data, offering a helpful toolkit for users devel-
oping wearable apps.’ Such justifications were omitted,
highlighting the necessity of accounting for inaccurate
justifications. That was considered in crafting the
prompt used in the main study. Although manual
execution of the queries in the ChatGPT’s online plat-
form (GPT-3.5 2025) was practical for the relatively
small number of the APIs (50) we studied in the pilot
phase, and the concern was raised by the experts that
this approach would be laborious for a more significant
number of APIs, hence the need for automation.

5. Main study

The challenges and concerns highlighted in the pilot
study served as guiding principles in refining the pro-
posed methodology to better harness the capabilities of
ChatGPT in revealing human values in API documen-
tation. One of the key takeaways from the pilot study
was the sensitivity of ChatGPT’s responses to the way
prompts were framed. In light of this, we refined the
prompts supplied to ChatGPT to enhance consistency
and accuracy in labelling the APIs. Drawing on the itera-
tive refinement process, we crafted an improved prompt
to reveal human values in API documentation with more
accurate justifications. Also, the need to address potential
errors in responses fromChatGPT and the laborious pro-
cess of manually supplying the prompts to ChatGPT via
its online platform underscored the necessity of auto-
mation. The main study thus aimed to develop a frame-
work (implemented in Python) based on ChatGPT to
automatically unveil human values in the API documents
– from a user perspective. We employed ChatGPT API
for gpt-3.5-turbo (GPT-3.5 2025) with the default par-
ameter options for consistency with ChatGPT’s online
platform used in the pilot study, which also utilises the
gpt-3.5 architecture. The language model gpt-3.5-turbo
offers the latest capabilities of gpt-3.5 (GPT-3.5 2025).

5.1. Preparing the API documents

A Python script was developed to extract the correspond-
ing API documents from the URLs and summarise them

when needed. The need for summarisation was raised
from the limitation of the language model gpt-3.5-
turbo on the maximum of the allowed tokens in each
transaction; around 4, 000 tokens were allowed for the
prompt and completion combined (GPT-3.5 2025). The
prompt size was around 1200 tokens, and we pre-allo-
cated a minimum of 1000 tokens to the response (com-
pletion) – based on the sample responses received from
ChatGPT; the remaining 1800 tokens were referred to
as floating tokens and distributed -as needed- between
the API document and response. When the API docu-
ment neared the maximum allowed tokens, we utilised
the LexRankSummarizer, an automatic technique based
on the LexRank algorithm (El-Kassas et al. 2021), to sum-
marise it. LexRank employs a graph-based approach for
extractive summarisation (El-Kassas et al. 2021), asses-
sing sentence importance through relationships and cen-
trality within the document. This method selects pivotal
sentences in the input document(s) and concatenates
them for the summary (El-Kassas et al. 2021). Post-sum-
marisation, approximately 96% of the original API docu-
ment size was retained. We opted for extractive
summarisation due to its advantages over alternatives,
such as abstractive summarisation (El-Kassas et al.
2021). It preserves original sentences from the input
text, maintaining faithfulness to the source material.
Additionally, it relies on existing sentences, mitigating
the risk of generating inaccurate or contextually incorrect
information present in abstractive methods. The simpli-
city of implementation is another advantage, as it avoids
the generation of novel phrases or sentences.

5.2. Identifying the API themes

To better understand the alignment of the APIs with
human values, they were grouped under 10 main
themes (Table 1) based on their primary functions
specified by the publishers as the API topic (category);
902 API topics (categories) were grouped under 10
themes using ChatGPT. The language model provided
descriptions of each theme with examples to justify
grouping the API topics under the themes and make it
explainable (Gunning et al. 2019). These descriptions
and the 10 most prevalent topics under reach theme
are listed in (Table 1) with examples. We realised that
some of the API topics, mainly for standard Android
(Android Platform’, ‘AndroidX’, and ‘Android Support
Library’) and iOS (‘App Services’ and ‘System’) libraries,
were too generic, hence they and their respective APIs
were grouped under the theme ‘Development Essen-
tials,’ which was meant to capture general-purpose
libraries. However, a closer look at those topics revealed
that many APIs could be associated with more specific
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themes such as ‘User Interface Design’ and ‘Connec-
tivity & Networking.’

To achieve a more fine-tuned grouping of the APIs
under the themes, we refined our initial grouping –
mainly for standard Android and iOS libraries – to con-
sider the API topics listed by the publishers and the

documentation of those APIs. In doing so, a ChatGPT
prompt was crafted through the iterative refinement
process described in Section 3 (Figure 2). ChatGPT
API (gpt-3.5-turbo) then was prompted to specify the
themes for the standard Android APIs listed under
‘Android Platform’, ‘AndroidX’, and ‘Android Support

Table 1. The API themes and their 10 most prevalent topics.
Theme Description Topic: Sample API

User Interface
Design

Encompasses libraries and frameworks providing a wide
range of user interface components and design
elements to enhance the visual appeal and user
experience of mobile apps.

AndroidX: androidx.drawerlayout.widget; Android Support Library:
android.support.cursoradapter; Material Components:
com.google.android.material.circularreveal.cardview; Android Platform:
android.view.inputmethod; App Services: UserNotificationsUI; Maps: AnyMaps;
Graphics: ProcessingKit; Cards: TisprCardStack; Switch: TKSwitcherCollection;
Button: MultiToggleButton

Development
Essentials

Includes general-purpose libraries and tools for mobile
app development. That includes standard platform-
specific functionality (e.g. android.support, core
services), support libraries, architectural patterns, IO,
and utilities (e.g. java.util).

Android Platform: android.system; Android Support Library:
android.support.v13.view; Play Core Library:
com.google.android.play.core.install.model; System: Objective-C Runtime;
Functional Programming: reactive-tiny; AndroidX: androidx.arch.core.util;
Architecture Components: android.arch.persistence.room.testing;
Localization: android-localisation-helper; FHSTwitterEngine Twitter API for
Cocoa developers.: PPEventRegistryAPI; Extensions (Xcode 8+):
XcodeEquatableGenerator

Connectivity &
Networking

Includes APIs for network communication, covering
HTTP requests, sockets, and RESTful APIs, social
media, and news-related functionalities. Also, APIs
related to Facebook, Twitter, and Instagram as well
as displaying news.

Android Platform: org.xml.sax.helpers; AndroidX: androidx.browser.customtabs;
App Services: WatchConnectivity; System: SystemConfiguration; Bluetooth:
MultiPeer; Web: MapKit JS; Location: PhoneNumber; GCD:
GrandSugarDispatch; Networking: Retrofit-DSL; Android Support Library:
android.support.v4.hardware.display

Developer
Productivity

Focuses on libraries and tools that enhance developer
productivity, including developer tools, logging
frameworks, code generation, and performance
optimisation tools.

Keyboard: KeyboardObserver; Debugging: AEConsole; Logging:
LoggerPreferences; Android Platform: android.util; Tools: ForecastIO;
Developer Tools: ScriptingBridge; Updaters: AppUpdater; Other Xcode: dsnip;
Decompilers: TTDeDroid; Event Buses: Eventex

Multimedia &
Content

Focuses on APIs and tools for handling multimedia-
related functionalities, such as audio, voice (e.g.
android.service.voice), video, speech, animations,
image processing, and TV (e.g. android.media.tv).
Examples also include Spruce iOS Animation Library
and VisualEffectView.

Media: ImageCaptureCore; AndroidX: androidx.dynamicanimation.animation;
Android Platform: android.media.browse; GIF: Android GIF Loader; Android
Support Library: android.support.mediacompat; Camera: CameraBackground;
PDF: UIImagePlusPDF; Video: ios; Audio: AudioKit; Image Loaders: CatKit

Data
Management &
Analysis

Includes libraries and tools for managing and
analyzing data, including working with databases,
filesystems, storage. Examples include SQLite,
android.os.storage, and ORMs.

Android Platform: org.json; AndroidX: androidx.room; Database: SQLBrite;
Ratings: RateBottomSheet; Purchases: Android Beacon Library; App Services:
Core Spotlight; File System: RxFileObserver; Data Structures: Agrona; Dex: Dex
65536; ORM: Slim Repo

Testing &
Debugging

Includes libraries, frameworks, and tools for testing
and debugging mobile applications, covering unit
testing, UI testing, automation, performance testing,
and code analysis. Examples include Android Testing.

AndroidX Test: androidx.test.core.view; Test Support Library:
android.support.test.espresso.intent.rule; Android Platform: android.app.assist;
Code Quality: spacecommander; Analytics: Segment; Benchmarking: Tiny
Dancer; Crash Reports: BugShaker; Tag: RKTagsView; AndroidX:
androidx.fragment.app.testing; UI Testing: ViewInspector

Security & Privacy Covers libraries that enhance security and privacy in
mobile apps, including encryption, authentication,
secure network communication, user accounts, and
biometrics. It also covers feature that enhance
security and privacy of financial transactions and
data. Examples include secure payment gateways,
in-app purchases, and payment methods in mobile
apps.

Android Platform: android.drm; Permissions: KPermissions; Security:
SwiftPasscodeLock; Fingerprint: RxBiometric; Password Inputs: OTP View;
Authentication: LinkedInSignIn; Credit Cards: EditCredit; Face Recognition:
FaceDetector; OAuth: AppAuth WebView; System: LocalAuthentication

Wearable & IoT Revolves around libraries and tools for wearable
devices (including health) and smart gadgets. It
includes APIs like HomeKit, MQTT, Zigbee, and others
for building applications that communicate with IoT
devices. It encompasses APIs such as HealthKit for
collecting health and fitness data, connecting with
wearable devices, and tracking users’ well-being.

Wearable Library: android.support.wearable.media; Android Things:
com.google.android.things.userdriver; Other Hardware: UIDeviceComplete;
Wearable Data Layer: WearSocket; Android Support Library:
android.support.wear; AndroidX: androidx.wear.ambient; App Services:
HealthKit; Android Platform: android.service.vr; Watch Face: Analog Watch Face;
WearSharedPreferences: Preferences

Gaming & VR Focuses on libraries and frameworks designed for
game development, augmented reality, or virtual
reality on mobile apps. Examples include: libraries
that enable 2D and 3D graphics and augmented
reality integration.

Graphics and Games: Metal; Games: AssetImportKit; Physics Engines: Bullet; 2D
Engines: flixel-gdx; Gamepads: AndroidJoyStickView; 3D Engines:
jMonkeyEngine; Particle Systems: Leonids; OpenGL: modern-java6-android-
glframework; JustWeEngine: 2D Engines
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Library’ as well as for the iOS APIs listed under ‘App
Services’ and ‘System’. That led to reassigning themes
for 465 APIs; the rest of the APIs preserved their initial
themes specified by mapping their listed topics to the
themes. Our decision to utilise ChatGPT for fine-tuning
the grouping of the generic API topics stems from the
nature of our research. Unlike situations where tra-
ditional topic modelling techniques such as LDA
might excel (Oliveira et al. 2022, 2023), the proposed
study involved refining the alignment of the known
topics (provided by the API publishers) with their over-
arching themes rather than uncovering latent ones. On
the other hand, ChatGPT’s strength lies in its capacity to
comprehend and synthesise textual data in a contex-
tually aware manner. This made it a more fitting choice
to leverage the known API topics and documentation to
ensure the themes represented the APIs’ functionalities.

Figure 3 shows the overall distribution of the APIs
across different themes. The percentages on top of each
bar represent the contribution of each theme to the total
number of APIs. The themes ‘User Interface and Design’
and ‘Development Essentials’ contain the highest number
ofAPIs.The lowestnumber are associatedwith the themes
‘Gaming & VR’ and ‘Wearable and IOT development.’

5.3. Automated labelling of the APIs using
ChatGPT-3.5 API

The pilot study highlighted the limitation of manually
promoting ChatGPT and the need for error handling.
To achieve this, we utilised ChatGPT API, and the
prompt supplied to ChatGPT was refined to enable
automation and reduce the possibility of erroneous
labels. Also, error handling was built into the process
to mitigate any residual error in the labels.

5.3.1. Refining the prompt for automated labelling
The refinement of the prompt for automated labelling
encompasses two primary considerations: (i) the reduction
of erroneous labels characterised by inaccurate justifica-
tions, and (ii) the enhancement of the formatting of the

output generated by ChatGPT API to improve the inter-
pretability of the output and optimise token usage, taking
into account the constraints imposed by token limitations.
Upon conducting an initial analysis of the labels generated
by ChatGPTAPI, instances of labels containing inaccurate
justifications came to light. Notably, certain justifications
exhibited phrasing suggesting their grounding in the values
of developers, notwithstanding the prompt’s explicit focus
on identifying user values. Subsequent investigation
revealed that the description pertaining to ‘user’ and ‘user
value’ lacked the requisite clarity for the language model
to consistently discern between the end user of the mobile
application and its developer. This confusion resulted in a
misunderstanding of perspectives in the results generated
by ChatGPT API. To address this, a clear distinction was
drawn between the ‘user’ and the ‘developer’. Also,
additional contextual information with illustrative
examples was incorporated into the prompt to elucidate
the expected manner in which justifications are presented.
Justificationswere required for all labels to ensure the labels
were explainable by ChatGPT (Dwivedi et al. 2023).

The prompt supplied to ChatGPT API for auto-
mated labelling.

Please follow the instructions listed below:

(1) Consider the following values and value items in
Schwartz’s taxonomy of human values: ‘values &
value items’

(2) The API documentation is: ‘API document’
(3) A mobile app user is: ‘the definition of app user’
(4) According to the API documentation, identify

and label up to 3 value items and their corre-
sponding values that the API aligns with, enhan-
cing, supporting, or considering them from an
app user’s perspective.

(5) The analysis must be focussed on how the API
contributes to the experience of app users, not
how the API works for developers.

(6) In all cases, provide abrief justification for assigning
the label.

(7) Here are some examples: ‘examples’
(8) Formatting instructions…

‘Sample output structured as value; value
item; justificationa’
. Hedonism; Enjoying Life; The API allows app

users to access and utilise various media elements
such as images, audio, and video, providing them
with the opportunity to enjoy life and experience
pleasure through media consumption.

. SelfDirection;Curiosity; TheAPIuses dynamic con-
tent suggestions and interactive challenges to ignite
users’ curiosity, promoting creative exploration.

Figure 3. The distribution of mobile API themes.
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aShort forms of values and value items are used in the
actual responses, as specified in the formatting
instructions.

In addressing the challenge of token limitations dis-
cussed in Section 5.2, we opted to prompt ChatGPT
with the short forms of values and value items to curtail
the token count within ChatGPT’s responses, thereby
affording more space for the core content, API docu-
mentation, and instructions. For example, ‘V1’ rep-
resented the value Self Direction, while ‘V1.3’ denoted
Curiosity. The responses were formatted into a CSV
structure to streamline the output and enhance inter-
pretability. The language model was prompted to prior-
itise and select a maximum of 3 most relevant value
items and their corresponding values (3 labels) for
each API. This was to (a) enhance the accuracy (rel-
evance) of the labels, (b) focus on labels with stronger
justifications, and (c) enhance the quality of the findings
by enabling assessment (Section 5.4) for a larger fraction
of the identified labels. Nonetheless, ChatGPT API
occasionally assigned more than 3 labels per API. A dis-
cussion with ChatGPT revealed the reason: ‘due to the
complexity of the content and the availability of strong
justifications, sometimes it might be challenging to
prioritise the labels clearly’.

5.3.2. Mitigating the residual errors
The necessity for error handling emerges from the
dynamic nature of the ChatGPT language model and
the inherent complexities of technical interactions
with ChatGPT API. A robust error-handling approach
became imperative to ensure the validity of the content
generated by the model and maintain the technical
stability of the interactions with the ChatGPT API.
Despite our refinement of the prompt used for auto-
mated labelling, the output generated by the model
exhibited residual errors. That mainly concerned
breaching the expected format of the response or pro-
viding uninformative (redundant) justifications for not
assigning labels to the APIs: e.g. ‘The API is not rel-
evant to the value item…’ These errors, while under-
standable due to the model’s generative nature, could
affect the integrity of the findings. Hence, we per-
formed a post-cleaning step to remove such justifica-
tions and their corresponding labels. It is essential to
mention that post-cleaning did not remove any labels
based on the accuracy of the justification; all valid
labels were preserved. We further implemented a
retry strategy to provide a graceful way to handle errors
that might occur when interacting with ChatGPT API,
ensuring that the programme doesn’t crash and can

continue functioning when encountering temporary
issues (e.g. a rate-limit error). When an error is
encountered while querying the ChatGPT API, the
programme waits for a specified time and retries the
query. We used a decorator function to handle excep-
tions related to HTTP requests.

5.4. Soliciting expert opinion on ChatGPT’s
revelations

To understand expert opinions about 9, 000 value align-
ment labels assigned by ChatGPT, 10% of the labels
were randomly selected (stratified) from different API
themes and became subject to scrutiny by a panel of 6
experts. The experts (coauthors) held a postgraduate
degree in software engineering or related fields with
substantial practical experience in software develop-
ment. They also went through the training process
used in the pilot study (Section 4.1) to become familiar
with Schwartz’s model of human values.

Figure 4 shows the flowchart used by the experts to
assess the value alignment labels assigned by ChatGPT
and provide their opinions. The assessment of each
label started with studying the documentation of the
API (as provided to ChatGPT in the prompt) associated
with that label and the justification provided by
ChatGPT for assigning the label. The expert flagged

Figure 4. The process used by the experts to provide their
opinions on the labels assigned by ChatGPT.
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their opinion as Agreed-Justified when they agreed
with the justification provided by ChatGPT; otherwise,
they asked for clarification from ChatGPT. The follow-
ing template was used to ask ChatGPT (gpt-3.5-turbo)
to clarify its justification.

Expert seeking clarification on the justification
provided by ChatGPT.

You were given the following task: ‘auto-
mated labelling prompt’ In response, you labelled
the API aligned with ‘value item’ and its correspond-
ing value ‘value’ justified as: ‘justification text’. I am
not convinced; can you please clarify?

The expert flagged their opinion as Agreed-
Clarified when they agreed with the clarification pro-
vided by ChatGPT; the label was flagged Undecided
when the expert could neither agree nor disagree. In
the cases of disagreement, the expert provided their
reason for disagreement, debating ChatGPT (Figure
4). The following prompt was used for the debate.

Expert debating ChatGPT.

You were given the following task: ‘auto-
mated labelling prompt’ In response, you labelled
the API aligned with ‘value item’ and its correspond-
ing value ‘value’ justified as: ‘justification’ I was not
convinced by your justification, so you provided
the following clarification ‘clarification’. I still dis-
agree because ‘reason for disagreement.’ Are you
willing to change your opinion? if not, please provide
your argument against my reason.

The debate led to three possibilities: (i) the expert
agreed with ChatGPT and flagged their opinion as
Agreed-Reconciled, (ii) Based on the reason provided

by the expert, ChatGPT withdrew the label; was
flagged Retracted, or (iii) the disagreement between
the expert and ChatGPT persisted and the label was
flagged Disagreed. Clarification responses were auto-
matically generated for all value alignments, with
experts consulting them only when clarification was
needed (based on the process outlined in Figure 4).
Debates were also automated by presenting the experts’
reasons for disagreement to ChatGPT and recording its
responses for evaluation.

6. Findings from main study

This section presents the findings from the main study
to answer (RQ1)–(RQ3) and their specific sub research
questions.

6.1. RQ1: what patterns of human values does
ChatGPT reveal in mobile APIs?

ChatGPT assigned around 9,000 labels to the 3,000
Android and iOSAPIs where each label specified the align-
ment of an API with a value item (e.g. Privacy) and its cor-
responding value (e.g. Self Direction) from Schwartz’s
model. Each label embodied a justification from ChatGPT
explaining (Gunning et al. 2019) its rationale for assigning
the label. Figure 5 illustrates the values and value items dis-
tribution across the 9, 000 value alignment labels. Themost
prevalent value is Benevolence, which accounts for 21.77%
of the labels. This is closely followed by Self Direction,
characterised mainly by Independent and Freedom, and
Universalism (Protecting the Environment). Achievement
is found in 12.71% of the alignment labels, primarily in
cases where ChatGPT assessed the API to help users be
more successful and capable. Security represents 9.77% of
the alignment labels and is mainly represented by Family
Security and Health. Stimulation accounts for 7.17% of
the labels, typically linked to APIs that enhance excitement
in life. At 6.11% of the labels, power is represented by APIs
alignedwith achieving social recognition.Hedonism, found
in 3.95% of the labels, is mainly found in APIs that help
users enjoy life. Tradition and Conformity are the least
prevalent values, accounting for only 2.03% and 1.74% of
the alignment labels, respectively.

6.1.1. RQ1.1: how do mobile APIs align with
socially and personally focussed values?
Our analysis of the APIs’ alignment with human values
(Figure 6) reveals the following insights under two cat-
egories Socially Focused and Personally Focused Values.

Figure 5. The distribution (%) of value alignments identified by
ChatGPT.
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Socially Focused Values. According to ChatGPT,
62.77% of the studied Android and iOS APIs contrib-
ute to enhancing, supporting, or considering Benevo-
lence. It is evident (Figure 6) that Benevolence
primarily manifests in the APIs contributing to being
Helpful. Universalism is supported by 46.03% of the
APIs, with most contributions directed toward Pro-
tecting the Environment. However, manifestations of
Universalism such as Wisdom, Inner Harmony, and
A World of Beauty are underrepresented in less than
1% of the APIs. Security is represented by 28.57% of
the APIs, mainly associated with supporting Family
Security, while National Security is not reflected in
any API alignments. Alignment with Tradition is lim-
ited to 5.8% (174 APIs), contributing to Respect for
Tradition and Devoutness. Other expressions of Tra-
dition, such as Moderation, Accepting my Portion in
Life, and Detachment, appear in less than 0.73% of
the APIs. Conformity is represented in 4.93% (148
APIs), primarily through Self-Discipline and Polite-
ness, with Obedience and Honoring of Elders present
in less than 0.5%. These findings are consistent with
the pilot study, where experts did not find any align-
ment with Tradition.

Personally Focused Values. Self Direction is sup-
ported by 53.07% of the APIs, enabling mobile app
users to be more Independent and gain more Freedom.
Achievement aligns with 37.53% of the APIs, mainly
helping users to be Successful and Capable. Stimulation
is represented in 21.07% of the APIs, predominantly
supporting Excitement in Life. Power, supported by
17.87% of the APIs, is mostly manifested through Social
Recognition, while Preserving my Public Image is rep-
resented in only 0.67%. Hedonism, at 11.53%, primarily
aligns with Enjoying Life, with Self-Indulgent barely
represented (0.37% in APIs).

6.1.2. RQ1.2: how do value alignments vary across
different API themes?
In Section 5.2, we detailed the categorisation of the
Android and iOS APIs examined in this study (3,000
APIs) across 10 different themes, each representing a
specific type of functionality. The distribution of the
APIs across these themes is demonstrated in Figure 3.
We analysed the alignment labels assigned by ChatGPT
across the API themes to identify patterns in how
mobile APIs, differing in functionality, aligned with
human values. Our examination of ChatGPT’s findings,

Figure 6. The alignment of mobile APIs with human values and their corresponding value items according to ChatGPT. An API may
align with multiple values or value items.
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as illustrated in Figures 7 and 8, shows that mobile APIs
spanning all themes primarily align with Benevolence,
Self Direction, Universalism, and Achievement, in that
order of prominence. However, we note that alignment
with Benevolence, particularly its key manifestations
of Helpful and True Friendship, is predominantly
observed in the context of Wearable & IoT APIs. On
the other hand, alignment with Self Direction (emphasiz-
ing Freedom and Independence) is most prevalent in the
API themes of Security & Privacy and Developer Pro-
ductivity. Additionally, alignment with Universalism is
most frequently found in the API themes of Wearable
& IoT, Connectivity and Networking, and User Interface
Design. Universalism, mainly represented by Protecting
the Environment, also exhibits a notable presence in
the Wearable & IoT API theme (Figure 8).

The highest degree of alignment with Achievement is
observed for Gaming & VR APIs, particularly those that
assist users in achieving greater success. Another aspect
of Achievement centres around enabling app users to
become more capable. This is mainly seen in the API
themes of Development Essential and Developer Pro-
ductivity, in that order of prevalence. Alignment with
Security is noted across all API themes, predominantly
in the APIs designed to enhance the Security & Privacy
of mobile apps, as shown by Figure 7. We also observe
that Power finds substantial support from the mobile
APIs associated with Data Management & Analysis,
and Connectivity & Networking. In contrast, alignment
with Hedonism, particularly manifested as Enjoying
Life, is predominantly observed in the API themes
of Connectivity & Networking, Testing & Debugging,
and Multimedia & Content.

Our analysis also shows that the less common attri-
butes of Conformity and Tradition (Figure 5) are pri-
marily linked to the API themes Wearable & IoT and
Multimedia & Content, respectively. Conformity is pre-
dominantly characterised by its alignment with Self-
Discipline, whereas Tradition is mainly manifested
through instances of API alignments with Respect for
Tradition. Upon closely examining the manifestations
of human values (Figure 8), we observe that mobile
APIs aligning with the value items Protecting the
Environment, Helpful, Independent, Freedom, and Suc-
cessful are the most prevalent across all API themes, on
average. These values are followed by Family Security,
Excitement in Life, True Friendship, Capable, and Social
Recognition. In contrast, value items like Preserving My
Public Image, Moderation, Inner Harmony, Self-Indul-
gent, Accepting My Portion in Life, Wisdom, Honoring
of Elders, Detachment, and Humility are notably less
represented within the API themes, on average.

The API theme of Protecting the Environment,
representing Universalism, is predominantly present
in APIs associated with Connectivity & Networking,
Multimedia & Content, and Data Management &
Analysis (Figure 8). Equality, as the second most preva-
lent manifestation of Universalism, is more commonly
observed in the content of Wearable & IoT APIs.
Alignment with the value item Helpful, representing
Benevolence, is most frequently observed in the Devel-
oper Productivity, Testing & Debugging, Wearable &
IoT, and Gaming & VR categories. Furthermore, the
API themes Security & Privacy, as well as Wearable &
IoT, exhibit the highest level of alignment with the
value item Independent, representing Self Direction.
In addition, the Freedom of mobile app users (indicat-
ing Self Direction) receives significant support from
the APIs used for User Interface Design and Security
& Privacy. On the other hand, Gaming & VR APIs dis-
play the highest degree of alignment with the value item
Successful, which is the primary manifestation of
Achievement.

The primary expression of security, Family Security,
is mainly noted among the APIs categorised under the
Security & Privacy theme. It is evident that alignment
with other security expressions, like Healthy and Social
Order, is also prevalent in the APIs. However, Cleanness
and Reciprocation of Favor are notably less represented.
Furthermore, the presence of Excitement in Life, an
expression of Stimulation, is primarily observed in the
mobile APIs associated with the Multimedia & Content,
Gaming & VR, and User Interface Design themes, in
descending order of prominence. Notably, the greatest
degree of alignment with the value of True Friendship,
representing Benevolence, is evident in the APIs related

Figure 7. The distribution (%) of value alignment labels
assigned by ChatGPT across different API themes, per value.
Wearable & IoT APIs have primarily focussed on Benevolence:
26.44% of the value alignments revealed from Wearable & IoT
APIs. Conformity and Tradition are rarely expressed, across
most API themes.
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to Wearable & IoT. In the context of alignment with the
value item Capable (Achievement), it is most commonly
encountered within the API themes of Developer Pro-
ductivity, Wearable & IoT, Development Essentials,
and Security & Privacy. Additionally, the manifestation
of Social Recognition, representing Power, is primarily
supported by the API themes of Multimedia & Content,
followed by Development Essentials, Connectivity &
Networking, and Data Management & Analysis.

6.1.3. RQ1.3: how do value alignments vary across
Android/iOS APIs?
To understand the significance of considering human
values in differentmobile platforms, we examined the dis-
tribution of value alignment labels assigned by ChatGPT
within standard Android and iOS APIs and third-party
Android and iOS APIs, denoted by Android+ and iOS+,

respectively. Our analysis shows the distribution of value
alignment across various mobile platforms, as depicted
in Figures 9 and 10. It indicates that Benevolence, Self
Direction, Universalism, and Achievement are the most
commonly aligned values for standard and third-party
Android and iOS APIs. However, the alignment of iOS
APIs with these values exceeds that of Android APIs.
Additionally, the alignment of third-party iOS APIs with
Self Direction and Achievement exceeds that of standard
iOS APIs. In contrast, Universalism is more prominent
in standard iOS APIs. This identical pattern is also
observed in the case of standard and third-party Android
APIs.

Figure 9 also shows that the Alignment with Achieve-
ment, Benevolence, Hedonism, Self Direction, and
Stimulation is more prevalent in third-party iOS and
Android APIs compared to the standard APIs. On the

Figure 8. The distribution (%) of value alignment labels assigned by ChatGPT across different API themes, per value item. Expressions
of Excitement in Life are most notable in Gaming & VR APIs (5.56% of the alignment labels related to this theme) and Multimedia &
Content (7.1% of the alignment labels related to this theme).
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contrary, alignment with Conformity, Power, Security,
Tradition, and Universalism is more commonly found
in the standard (iOS and Android) APIs. We also
observed that, in comparison to Android APIs, iOS
APIs demonstrate a higher level of alignment with
Achievement, Benevolence, Self Direction, and Univers-
alism, while Android APIs demonstrate a higher level of
alignment with the remaining values, namely Security,
Stimulation, Power, Hedonism, Conformity, and Tra-
dition. This implies that, in general, Android APIs exhi-
bit a higher level of alignment with the values that have
an overall low representation in the alignment labels
assigned by ChatGPT (Figure 5).

Our analysis of the results at the value item level shows
(Figure 10) that alignment with the main representations
of Self Direction (Freedom and Independent) is signifi-
cantly higher in the third-party Android APIs compared
to the standard Android APIs and all iOS APIs. Similarly,
the % labels specifying the alignment of third-party
Android APIs with the value items Capable and Success-
ful (primary representations of Achievement) is higher
than that of standard Android and all iOS APIs. The
same pattern is evident for Benevolence (Helpful and
True Friendship) and Universalism (Protecting the
Environment and Equality). It is also evident that except
for Privacy (manifesting Self Direction), Humility

(manifesting Tradition), and Obedience (manifesting
Conformity), third-party Android APIs align more with
the value items compared to standard Android APIs.
Similarly, third-party iOS APIs align more with the
value items compared to standard iOS APIs, except for
the value items Humility (an expression of Tradition),
Detachment (an expression of Tradition), and Honoring
of Elders (an expression of Conformity). It is also worth
noting that for all value items, the percentages represent-
ing the alignment of standard Android APIs with the
value items are higher than those of standard iOS APIs.
The same pattern can be observed for third-party
Android and iOS APIs.

6.2. RQ2: how accurate are value alignments
revealed by ChatGPT?

Considering expert opinion is important for evaluating
the accuracy of the value alignment labels revealed by
ChatGPT. They provide a comprehensive perspective
that enhances the results and aids in recognising and
addressing potential biases in the prompt used for
revealing values. To gain insight into expert perspectives
on the identified value alignments, we assess 10% of the
value alignment labels assigned by ChatGPT, as detailed
in Section 5.4. As depicted in Figure 4, experts mark
their opinion as Agreed-Justified when they agree
with the assigned label based on the justification pro-
vided by ChatGPT. In other cases, the experts seek clar-
ification from ChatGPT and mark Agreed-Clarified if
they agree with the label. When the expert is unsure,
they use Undecided to indicate their neutrality. How-
ever, when disagreements arise, experts express their
reasons for disagreement and engage in a debate with
ChatGPT, as shown in Figure 4. Three possibilities are
considered: (i) the expert concurs with ChatGPT’s
assigned label, they marked their opinion as Agreed-
Reconciled, (ii) in cases where, based on the expert’s
provided rationale, ChatGPT withdraws the label, it is
marked as Retracted, or (iii) when the disagreement
between the expert and ChatGPT persist, the label is
designated as Disagreed.

The distribution of expert opinions on the value
alignments revealed by ChatGPT shows a relatively
low ratio (1.78%) of residual disagreement, marked as
Disagreed in Figure 11(a). In 75% of the cases, experts

agree with ChatGPT’s findings, either by providing their
opinion as a form of agreement, mainly based on the
initial justifications provided by ChatGPT ( Agreed-
Justified), or through reading ChatGPT’s clarifications
( Agreed-Clarified). In approximately 7.44% of the
cases, experts have changed their opinion to agree
with ChatGPT ( Agreed-Reconciled) based on the

Figure 9. The distribution (%) of value alignment labels across
Android and iOS platforms, per value. Third-party Android and
iOS APIs are denoted by Android+ and iOS+, respectively.
8.29% of the value alignments revealed from third-party
Android APIs, address Stimulation. The focus on Security in
the standard APIs (all standard Android and iOS APIs combined)
is higher than the third-party APIs.
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rational provided by the language model in a debate.
That constitutes around 10% of the agreements,
suggesting:

‘Experts engaging with ChatGPT can influence
their understanding of human values and their
manifestations’.

Figure 11(b) depicts the diversity of opinions among
the experts labelled as Exp-A to Exp-F. It becomes evi-
dent that experts directly engaged in the labelling pro-
cess during the pilot study (Exp-A to Exp-C) tend to
incline towards agreeing with ChatGPT’s findings. In

contrast, others lean towards a higher degree of neu-
trality or disagreement. This inclination may suggest
either a greater impartiality in the viewpoints of Exp-
D, Exp-E, and Exp-F or a deeper familiarity on the
part of Exp-A, Exp-B, and Exp-C with the rationales
presented by ChatGPT during the pilot study. It can
be entailed:

‘Understanding ChatGPT’s rationale for revealing
values and their manifestations can impact expert
opinions’.

The notably higher level of agreement achieved
through a debate with ChatGPT (marked Agreed-

Figure 10. The distribution (%) of value alignment labels across Android and iOS platforms, per value item. Third-party Android and
iOS APIs are denoted by Android+ and iOS+, respectively. The ratio of the value alignment labels concerning Excitement in Life in the
third-party Android APIs (7.5%) is significantly higher than the standard Android APIs (1.93%).
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Reconciled) for Exp-E lends support to the latter possi-
bility, while the substantial number of labels retracted
by ChatGPT (marked Retracted) backs the alternative
hypothesis; further investigation can examine these
possibilities.

6.2.1. RQ2.1: how do experts evaluate value
alignments across different values?
Our preliminary analysis of expert opinions on
ChatGPT’s assigned alignment labels (Figure 12)
reveals that the highest level of agreement ( Agreed-
Justified, Agreed-Clarified, or Agreed-Reconciled)
is linked with alignment to Hedonism and Stimulation,
with Self Direction and Benevolence closely following.
Conversely, the lowest level of agreement and the high-
est degree of neutrality ( Undecided) is evident in cases
of alignment with Tradition and Universalism. Experts
expressed the least indecisiveness on alignment labels
associated with hedonism and Universalism, and the
lowest level of indecisiveness is observed for the values
Stimulation and Hedonism. Notably, the highest pro-
portion of retracted alignment labels following a debate
between experts and ChatGPT ( Retracted) is observed
for alignment cases with Tradition, Conformity, and
Achievement. In contrast, for the values of Hedonism,
Stimulation, and Benevolence, ChatGPT rarely retracts
any labels, indicating the confidence of the language
model.

The distribution of the opinions marked as Agreed-
Reconciled indicates (Figure 14) that the highest ratio of
opinion change following the debate occurs for the
alignment labels associated with Tradition, Self Direc-
tion, and Universalism. This implies a significant shift
in experts’ comprehension of these values and their
manifestations due to the reasoning presented by
ChatGPT during the debate. It is also evident that, for

Stimulation and Hedonism, a lower ratio of Agreed-
Reconciled compared to other forms of agreement,
specifically Agreed-Justified and Agreed-Clarified,
suggests that the experts’ understanding of those values
and their manifestations has not been substantially
affected by the discussions with ChatGPT. The align-
ment labels associated with Universalism and Hedon-
ism exhibit the highest level of disagreement. At the
same time, there are no instances of residual disagree-
ment ( Disagreed) observed for the alignment labels
linked to Power, Conformity, and Tradition.

Upon closely examining expert opinions on align-
ments with value items (manifestations of values),
we observe (Figure 14) that the experts agree
( Agreed-Justified, Agreed-Clarified, or Agreed-
Reconciled) for all instances of alignment with Inner
Harmony, Social Justice, and A World at Peace, repre-
senting Universalism. In the case of Self-Respect
(manifesting Self Direction), the experts mark their
opinions as Agreed-Justified for all instances of
alignments revealed by ChatGPT without requiring
any clarification beyond the initial justifications. For
alignment labels related to Accepting my Portion in
Life (Tradition), however, agreement is only achieved
after reading ChatGPT’s clarifications on the initial
justifications ( Agreed-Clarified). The lowest level of
agreement currently exists for value alignment labels
related to the value items Respect for Tradition (Tra-
dition), Healthy (Security), A Spiritual Life (Benevo-
lence), Reciprocation of Favors (Security), and
Curious (Self Direction). Additionally, it is evident
(Figure 14) that the highest level of disagreement is
associated with the value items Unity with Nature
(Universalism), Responsibility (Benevolence), Healthy
(Security), and Curious (Self Direction). It is also
worth noting that, for the majority of the value

Figure 11. Distribution of expert opinions about value alignments revealed by ChatGPT. 9% of the value alignment labels assigned by
ChatGPT were retracted by the language model following the debate with the experts. Disagreements persisted in 1.78% cases. (a)
Overall distribution of opinions. (b) Distribution of opinions per expert.
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items, no residual disagreement is found between the
experts and ChatGPT. The highest level of neutrality
in expert opinions is observed for the value alignment
labels related to A Spiritual Life (Benevolence),
Respect for Tradition (Tradition), Reciprocation of
Favors (Security), Protecting the Environment (Uni-
versalism), Choosing Own Goals (Self Direction),
and True Friendship (Benevolence).

The proportion of labels retracted by ChatGPT
during debates with experts is highest for value items:
Healthy (Security), Variation in Life (Stimulation),
Social Power (Power), and Politeness (Conformity).
Notably, for value items like Unity with Nature (Uni-
versalism), Social Justice (Universalism), and Privacy
(Self Direction), ChatGPT confidently maintains its
initial judgments throughout. In the case of Unity
with Nature (Universalism), ChatGPT’s persistence,
despite expert reasoning, has resulted in a relatively
high level of disagreement, as demonstrated in Figure 14.
Figure 14 illustrates that, for the majority of the value
items, engaging in debates with ChatGPT leads experts
to reconsider their opinions regarding API alignments
to agreement ( Agreed-Reconciled). This is most pro-
nounced for Politeness (Conformity), followed by Social
Order (Security), a World of Beauty (Universalism), and
Equality (Universalism). However, for certain value

items like Variation in Life (Stimulation), Social
Power (Power), Obedience (Conformity), and Healthy
(Security), expert debates do not result in opinion
changes; instead, ChatGPT retracts the labels. In the
case of Healthy and some other value items (Figure
14), a degree of residual disagreement persists.

‘Experts engaging with ChatGPT can influence the
language model’s understanding of human values and
their manifestations’.

6.2.2. RQ2.2: how do experts evaluate value
alignments across API themes?
Figure 13 illustrates the distribution of expert opinions
across different API themes. It shows that experts exhi-
bit the highest level of agreement ( Agreed-Justified,
Agreed-Clarified, Agreed-Reconciled) with the

value alignment labels disclosed by ChatGPT in the
Security & Privacy APIs documentation. Following clo-
sely are the APIs related to Gaming & VR and Connec-
tivity & Networking. In contrast, the API themes
Testing & Debugging and Development Essentials dis-
play the lowest level of expert agreement for the value
alignment labels unveiled by ChatGPT. These two

Figure 12. Expert opinions on the value alignments revealed by ChatGPT per value (value item). The highest ratio of experts agreeing
with ChatGPT’s justification about value alignments without any need for clarification or debates is observed for value Hedonism. The
lowest level of combined agreement is observed for Respect for Tradition.
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themes also contain the highest ratio of labels withdrawn
by ChatGPT following a debate with the experts
( Retracted), implying less accuracy in the initial judg-
ment of the language model. Furthermore, a higher level
of retracted labels is observed in more general-purpose
themes, such as Development Essentials, Testing &
Debugging, and Developer Productivity, while a lower
level of retracted labels is evident in more specific
themes like Security & Privacy, Multimedia & Content,
and Connectivity & Networking. This pattern is
depicted in Figure 13, and it suggests that:

‘ChatGPT’s accuracy in revealing value alignments
is lower for the more general-purpose API themes and
higher for the specific ones’.

Expert agreement, achieved through deliberation
with ChatGPT ( Agreed-Reconciled), is most pro-
nounced for the Data Management & Analysis and
Developer Productivity themes. This implies that
experts have revised their initial judgments in light of
the reasoning presented by ChatGPT during the debate.

The most significant disagreement occurs in the API
themes of Testing & Debugging and Connectivity &
Networking. Additionally, the greatest level of neutrality
( Undecided) in expert opinions is linked to the Wear-
able & IoT and User Interface Design APIs, respectively.

6.2.3. RQ2.3: how do experts evaluate value
alignments across Android/iOS APIs?
Figure 6.2.3 shows the distribution of expert opinions
on the value alignment labels across different mobile
platforms. It can be viewed that the experts have
expressed a higher level of agreement ( Agreed-Jus-
tified, Agreed-Clarified, and Agreed-Reconciled)
with the value alignments revealed by ChatGPT in stan-
dard iOS APIs. On the contrary, the lowest level of
expert agreements corresponds to the value alignment
labels revealed in the standard Android API documen-
tation. When standard and third-party APIs are con-
sidered together, a higher agreement is reached for the
iOS APIs than the Android APIs. We can also see that
the agreement level has been higher for the third-
party APIs than the standard APIs. The highest ratio
of the labels withdrawn by ChatGPT ( Retracted)

Figure 13. Expert opinions on value alignments, revealed by ChatGPT, across API themes. The highest level of combined agreement
between experts and ChatGPT is observed for the value alignments identified in Security & Privacy APIs.

Figure 14. Expert opinions on value alignment labels, revealed by ChatGPT, across different mobile platforms. The + sign denotes
third-party APIs. The lowest level of combined agreement is observed for value alignments detected in standard Android APIs.
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following a debate with experts is observed for standard
Android APIs. That suggests:

‘The value alignments revealed by ChatGPT in the
documentation of standard Android APIs are gener-
ally less accurate’.

Similarly, there is a higher level of retracted labels for
the standard Android and iOS APIs than the third-party
APIs. That suggests:

‘The accuracy of the value alignments revealed by
ChatGPT in the standard APIs is lower than the third-
party APIs’.

We can also see the ratio of Agreed-Reconciled is
higher in the value alignment labels revealed for the
third-party APIs compared with the standard APIs.
That implies a higher accuracy in ChatGPT’s findings
revealed from the documentation of the third-party
APIs. The highest level of residual disagreements is
observed for the standard iOS APIs.

6.2.4. RQ2.4: what are the primary causes of
disagreement among experts?
Following the debates, we analysed the reasons for
residual disagreements that persist ( Disagreed)
between experts and ChatGPT. We examined the
reasons provided by the experts and ChatGPT for
insisting opinions. We identified that ChatGPT some-
times infers connections to values that are hard to
understand by the experts as a clear expression of
those values in API documentation is hard to see. In
the discussion about an API’s ability to measure object
size and optimise memory usage, ChatGPT inferred a
connection to Excitement in Life (Stimulation).
While not explicitly mentioned in the documentation,
ChatGPT inferred that the optimisation process can
add excitement to the user’s experience by allowing
them to experiment with memory optimisation. The
expert disagreed with this finding. ChatGPT’s ability
to detect indirect connections has also led to a vari-
ation of perspective in some cases, where the expert
emphasises that the API primarily serves developers.
At the same time, ChatGPT considers its indirect
impact on app users. In the discussion about an
API’s ability to run Android UI tests multiple times,
the expert focussed on an API’s impact on developers
while ChatGPT examined how it indirectly benefits
app users by improving the app’s quality and reliability
through enhanced testing capabilities.

Hallucination. There were also cases where ChatGPT
justifications sounded persuasive but could not be
traced back to the API documents, suggesting possible
AI hallucination (Athaluri et al. 2023). This was particu-
larly more visible for poorly documented APIs.

‘ChatGPT provided made-up yet convincing justi-
fications for imaginary value alignments in the
absence of sufficient information’.

When reasoning about human value alignments in
the API documentation, ChatGPT hallucinations
manifest in several ways. Hallucinations often arise
when the language model extrapolates or infers infor-
mation that is not supported by the documentation
content, leading to misleading claims. Below, we list
the hallucination types with examples, which were
observed following the human evaluation. It can be
seen that the justifications provided by ChatGPT are
deceptively convincing.

i. Inferred Connections Without Evidence. This type
of hallucination occurs when ChatGPT draws connec-
tions between unrelated concepts or functionalities.

. API: Palette APIa

. Value Alignment: ChatGPT aligned the API with
Protecting the Environment.

. ChatGPT Justification: ‘The Palette API allows
app users to access and select colors from an
image’s palette. This promotes the value of pro-
tecting the environment as users can create
designs that align with eco-friendly principles’.

. Hallucination: ChatGPT claimed that selecting col-
ors from an image’s palette promotes environmental
protection. This connection is not supported by the
API’s documentation; there is no logical link.

ahttps://developer.android.com/reference/androidx/
palette/graphics/package-summary.html

ii. Invented Features or Functionality. In some cases,
the LLM invents features or functionalities that are not
present in the API documentation.

. API: Google Android Thingsa

. Value Alignment: ChatGPT aligned the API with
‘True Friendship’ under Benevolence.

. ChatGPT Justification: ‘The API documentation
includes a feature called “True Friendship” that
allows app users to connect with other users and
share content; enhancing their sense of friendship
and social interaction within the mobile app’.
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. Hallucination: ChatGPT claimed the existence of
a feature called True Friendship, which allows
users to connect and share content. This feature
does not exist in the API documentation, and
the justification was entirely fabricated.

ahttps://developer.android.com/reference/com/
google/android/things/package-summary.html

iii. Ambiguity Due to Insufficient Information. When
the API documentation lacks sufficient detail, the LLM
may fill in the gaps with assumptions.

. API: JustWeEngine Game Frameworka

. Value Alignment: ChatGPT aligned the API with
Family Security under Security.

. ChatGPT Justification: ‘The API supports the
implementation of secure authentication mechan-
isms; ensuring the security of app users’ personal
information and data. This feature contributes to
the app users’ sense of family security and personal
security; as their information is protected…’

. Hallucination: ChatGPT aligned the API with
Family Security. The ambiguity in the API’s docu-
mentation led the LLM to make an unsupported
claim about family security, as there was no expli-
cit evidence to support this alignment.

ahttps://github.com/lfkdsk/JustWeEngine

iv. Overgeneralization of Functionality. The LLMmay
overgeneralise the functionality of an API, attributing
values that are not directly supported by its features.

. API: LocaleChangera

. Value Alignment: ChatGPT aligned the API with
Honesty under Benevolence.

. ChatGPT Justification: ‘The API is designed to
persist the configuration of the Locale setting in
an app. This feature supports the value of “Hon-
esty” in Schwartz’s Taxonomy; as it ensures that
the app accurately reflects the user’s chosen
language and region settings; providing a truthful
representation of their preferences.’

. Hallucination: ChatGPT claimed that persisting
in the Locale setting promotes Honesty. This is
an overgeneralisation, as the API’s functionality
is about maintaining user preferences, not honesty
or truthfulness.

ahttps://github.com/franmontiel/LocaleChanger

v. Misinterpretation of Technical Details. In some
cases, the LLM misinterprets technical details, leading
to incorrect alignments.

. API: Wearable Inputa

. Value Alignment: ChatGPT aligned the API with
‘Social Power’ under Power.

. ChatGPT Justification: ‘The documentation
mentions the deprecation of the WearableBut-
tons class and recommends using the Jetpack
Wear Input library instead. This indicates that
the API supports the value item of Social
Power by providing app users with the ability
to interact with wearable devices and access
their features; enhancing their social recognition
and influence.’

. Hallucination: ChatGPT claimed that deprecat-
ing the WearableButtons class and recommend-
ing the Jetpack Wear Input library promotes
Social Power. This misinterpretation of techni-
cal changes as a value-aligned feature demon-
strates how the AI can misunderstand the
purpose of technical updates, leading to illogical
alignments.

ahttps://developer.android.com/reference/android/
support/wearable/input/package-summary.html

The balance between automated analysis and
human intervention. Discrepancies in ChatGPT’s
responses necessitate human intervention. However,
manually evaluating all LLM outputs may not be scal-
able. Addressing this challenge requires a balanced
approach that combines automated reasoning about
values with human oversight to improve accuracy
while maintaining scalability. Moreover, complicating
the prompt used for unveiling values may lead to more
confusion and reduce the accuracy of the responses. A
viable trade-off involves incorporating self-evaluation
prompts to enforce stricter criteria for assessing value
alignments, ensuring only outputs that meet these cri-
teria are escalated for human review. Still, the volume
of findings may remain too large for exhaustive evalu-
ation. In such cases, assessing a sample – similar to
what we did in this study – representing different values
offers a practical compromise between rigour and scal-
ability. Fine-tuning the language model is another poss-
ible improvement but neither this can replace the need
for human evaluation due to the stochastic nature of
LLMs as well as the complexity of values and their subtle
manifestations in software artifacts.
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6.2.5. RQ2.5: how do experts rate the (endorsed)
value alignments?
Rating the Endorsed Value Alignments and Computing
Interrater Agreement. To rigorously evaluate the accuracy
of the inferred value alignments, we conducted a sup-
plementary assessment involving 6 experts who had pre-
viously participated in the dialogue-based assessment
(Section 5.4). Each of the 676 value alignment labels, pre-
viously endorsed by the experts as Agreed-Justified,
Agreed-Clarified, or Agreed-Reconciled, was indepen-
dently rated by two experts, designated as Coder 1 and
Coder 2. To maintain objectivity, the coders were
assigned labels they had not reviewed during the earlier
evaluation stage (the dialogue-based assessment). The
coders independently assessed the justifications and clar-
ifications provided by ChatGPT for each endorsed label
and rated it as Confirm or Reject. Following the reconci-
liation of disagreements between the coders, 582 value
alignments were confirmed by both, 63 were rejected
by both, and 31 cases remained unresolved. This resulted
in a Cohen’s Kappa value of 0.78, indicating a substantial
level of inter-rater agreement. It is important to note that
the interrater reliability Kappa of 0.78 is computed based
on the evaluation of ChatGPT’s explanations (justifica-
tions and clarifications) for value alignments – not
merely detecting the presence or absence of values, as
performed in the pilot study. As such, it cannot be com-
pared against the Kappa value calculated from the pilot
study as they are computed under different settings.

Nevertheless, a fine-grained analysis of the coder rat-
ings (Figure 15) revealed significant variability in inter-
rater agreement (Kappa) across different values and
value items. Coders achieved near-perfect agreement for
the values Conformity and Hedonism, whereas the highest
levels of disagreement were observed for Self-Direction
(mainly the value item Independent) and Achievement
(mainly the value item Successful). As shown in Figure
15, coders reached an agreement worse than random for
the value items Successful and Mature Love, highlighting
the pronounced subjectivity associated with these value
items. Similarly, the value item Forgiving exhibited only
a Fair level of agreement among coders.

6.3. RQ3: how does ChatGPT’s prompt
completion vary for different mobile APIs?

This section discusses the behaviour of ChatGPT’s
prompt completion. We examine three key parameters
that describe prompt completion in language models,
both in general and specifically in ChatGPT: prompt
completion time (response time), prompt completion
size (response size), and prompt size (content size).
We analyze the significance of the findings related to

these variables using the Mann-Whitney U test
(McKnight and Najab 2010). Additionally, we evaluate
the strength and direction of the relationship between
each pair using the Spearman rank correlation test.
We employ the non-parametric tests, Mann-Whitney
U test, and Spearman rank correlation test because the
Shapiro-Wilk test (Hanusz, Tarasinska, and Zielinski
2016) does not suggest a normal distribution for
response time; it rejects the null hypothesis with a p-
value ≈ 0 , 0.05. The Spearman rank correlation test
allows for capturing non-linear relationships.

6.3.1. RQ3.1: how does ChatGPT’s response time
vary for different mobile APIs?
ChatGPT’s prompt completion time, also known as
response time, is the duration for a language model to
generate a response after receiving a prompt. Response
time varies based on multiple factors, including the
complexity of the prompts, making it important to
understand the behaviour of language models in differ-
ent applications. The distribution of ChatGPT’s
response time (seconds) for different mobile API plat-
forms and themes is illustrated in Figure 16(a,d,g).
Notably, the response time varies predominantly
between 4 and 7 s, with a central tendency around 5 s,
which encompasses the analysis of the API documen-
tation, the identification and justification of value align-
ments, and the formatting and return of the output.

We notice a difference in ChatGPT’s response time
for third-party and standard APIs. The Mann-Whitney
U test shows a considerable value of U-statistic (1, 198,
544), indicating a significant difference between stan-
dard and third-party APIs regarding response time.
Also, the p-value of ≈ 0.0 , 0.05 indicates strong stat-
istical significance, thus rejecting the null hypothesis.
This, along with the distribution of the response time
in Figure 16(a), entails:

‘There is substantial evidence that ChatGPT has
revealed values notably faster for third-party APIs
compared to standard APIs’.

Similarly, we test ChatGPT’s response time
difference for standard iOS and Android APIs. The
high value of the U-statistic (37, 425) indicates a signifi-
cant difference between standard and third-party APIs
regarding response time. Additionally, the p-value of
≈ 0.0 , 0.05 indicates strong statistical significance
and leads to rejecting the null hypothesis. This, along
with the distribution of the response time (Figure
16(d)), entails:
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‘Significant evidence indicates that ChatGPT exhi-
bits notably faster response times for standard iOS
APIs in comparison to standard Android APIs’.

6.3.2. RQ3.2: how does ChatGPT’s response size
vary for different mobile APIs?
Prompt completion size (Response Size) refers to the
number of tokens used by a language model like
ChatGPT to generate a response to a given input
prompt. Characterizing a response from ChatGPT in
terms of prompt completion tokens is important as

it provides insight into the complexity of the gener-
ated response. Generally, a longer response indicates
that the language model provides more detailed infor-
mation or a more comprehensive answer, which may
involve more complex reasoning or additional context.
We use the term ‘complex’ consistently to account for
both possibilities. Since ChatGPT’s responses mainly
contain justifications for the value alignments, a larger
response size is associated with a more complex jus-
tification. We observed variations in ChatGPT’s
response size between third-party and standard APIs.
The Mann-Whitney U test yielded a substantial U-
statistic of 1, 099, 735, highlighting a significant differ-
ence in response size between standard and third-

Figure 15. Interrater agreement (Kappa) calculated based on experts rating of the endorsed value alignments, across different values
and their respective value items. Kappa could not be computed for Tradition due to insufficient data. Negative Kappa for the value
items Successful and Mature Love, indicating agreement worse than random, were minimally adjusted for presentation purposes.
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party APIs. Furthermore, with a p-value of approxi-
mately 0.0 (¡ 0.05), strong statistical significance is
indicated, leading to the rejection of the null hypoth-
esis. This, combined with the distribution of response
sizes (Figure 16(b)), underscores that third-party APIs
tend to elicit larger response sizes compared to stan-
dard APIs.

‘Substantial evidence indicates that ChatGPT has
provided notably more complex justifications for
value alignment in standard APIs than third-party
APIs’.

ChatGPT’s response size difference for standard iOS
and Android APIs is also being tested. The high value
of the U-statistic (44, 340) indicates a significant differ-
ence between standard iOS and Android APIs in terms
of response size. However, the p-value (0.19) is greater
than 0.05, indicating insufficient evidence (statistical
significance) to reject the null hypothesis at the con-
ventional threshold of 0.05. This is mainly due to the
smaller sample size of the iOS APIs compared to
Android APIs. Nonetheless, when looking at the distri-
bution of the response time in Figure 16(d), we can still
infer:

‘Although not substantially evident from the data,
the large U-statistic value and the overall distribution
of response sizes in Figure 16(d) hint at a greater level
of complexity for standard Android APIs in compari-
son to standard iOS APIs’.

6.3.3. RQ3.3: how does ChatGPT’s prompt size vary
for different mobile APIs?
ChatGPT’s prompt size refers to the number of tokens
(units of text, e.g. character or word) supplied to the
language model for a query. Prompt size is an impor-
tant factor in determining the complexity of prompt
completion (Rao et al. 2023). Since the only variable
part of the prompt used for revealing value alignments
is the API documentation (Section 5.3.1), a larger
prompt means more content in its corresponding
API documentation. The Mann-Whitney U test
shows a high value of U-statistic (36, 4198), indicating
a significant difference between standard and third-
party APIs in terms of prompt size (content). Also,
the p-value ≈ 0.0 , 0.05 indicates strong statistical
significance, hence rejecting the null hypothesis. This
and the distribution of the prompt size (Figure 16(c))
entail:

‘Substantial evidence indicates that third-party
API documentation contains more content than stan-
dard API documentation’.

Similarly, we tested the difference in ChatGPT’s
prompt size (content size) for standard iOS and
Android APIs. The high value of the U-statistic (76,
701) indicates a significant difference between standard
and third-party APIs in terms of prompt size. Moreover,
the p-value is approximately ≈ 0.0, which is less than
0.05, indicating strong statistical significance and lead-
ing to the rejection of the null hypothesis. These
findings, along with the distribution of the prompt
size (Figure 16(f)) lead to the following conclusion.

‘Substantial evidence indicates that the API docu-
mentation for standard iOS APIs contains more con-
tent than that of standard Android APIs’.

6.3.4. RQ3.4: what is the interplay between prompt
characteristics and ChatGPT’s responses?
This section analyses the relationship between the key
characteristics of ChatGPT’s prompt completion:
response size, response time, and prompt size. We
employ the Spearman rank correlation test as it doesn’t
assume the normality of the studied parameters, nor
does it assume that the relationships are linear Figure
16 reveals that the distribution of ChatGPT’s response
size (prompt completion size in tokens) closely
resembles that of ChatGPT’s response time, suggesting
a potential link between response time and size. The
Spearman rank correlation coefficient is 0.93 with a p-
value of less than 0.05, indicating a strong positive
relationship between ChatGPT’s response size and
time. But we know (Section 6.3.2) that ChatGPT’s
response size depends on the complexity of the justifica-
tions provided for value alignments.

‘Substantial evidence indicates that ChatGPT
requires notably more time to unveil value alignments
with more complex justifications’.

Furthermore, our analysis in Section 6.3.3 reveals
that (a) the API documentation of third-party APIs con-
tains more content than the API documentation of stan-
dard APIs, and (b) the API documentation of standard
Android APIs contains less content than the API docu-
mentation of standard iOS APIs. We further concluded
in Section 6.3.2 that (a) ChatGPT notably requires more
time to reveal value alignments in standard APIs
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compared to third-party APIs, and (b) ChatGPT needs
more time to reveal value alignments for standard
Android APIs compared to standard iOS APIs. This
raises the question: Is there a meaningful relationship
between the amount of content in the API documen-
tation and the time needed for revealing value align-
ments? We apply the Spearman rank correlation test
to examine the relationship between prompt size (docu-
mentation content size) and response time. The corre-
lation coefficient of −0.09 suggests a weak negative
monotonic relationship between the two variables, and

the p-value of approximately 0<0.05 indicates that this
relationship is statistically significant. However, the
strength of the relationship is not strong.

‘Substantial evidence suggests that ChatGPT
requires more time to reveal value alignments when
the API documentation contains less content. Never-
theless, the weak correlation implies that other factors
might also impact this association’.

Figure 16. ChatGPT’s prompt completion for standard and third-party (+) mobile APIs.
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As discussed earlier, ChatGPT responses mainly con-
sist of justifications for value alignments revealed in the
APIs. We also clarify that response size is the primary
complexity indicator in ChatGPT responses. Consider-
ing the strong positive correlation between ChatGPT’s
response size and response time, we can pose the follow-
ing question: Does a meaningful relationship exist
between the amount of content in API documentation
and the complexity of the justifications? We employ
the Spearman rank correlation test to investigate the
link between prompt size (documentation content
size) and response size (justification complexity) to
address this. The correlation coefficient of −0.07 indi-
cates a weak negative monotonic relationship between
the two variables, and the p-value of approximately
0.0001<0.05 signifies that this relationship holds statisti-
cal significance.

‘Substantial evidence indicates that ChatGPT’s
justifications for value alignments are more complex
in API documentation with less content; however,
the weak correlation suggests other factors might be
influencing this relationship’.

As discussed in Section 5.2, we have summarised API
documents to meet ChatGPT’s token restriction, which
raises the question. To statistically eliminate the possi-
bility that summarisation has affected the complexity
of the justifications provided for value alignments, we
utilise Spearman correlation analysis. The p-value of
0.09>0.05 and the correlation coefficient of −0.03 indi-
cate no statistically significant relationship between
response size (complexity) and the text summarisation
ratio.

‘There is no substantial evidence to suggest a con-
nection between text summarisation and the complex-
ity of ChatGPT’s justifications’.

7. Discussion

Trends in Value Alignments. Our findings in Section 6.1
(Answering RQ1) demonstrate significant alignment
with Benevolence, Self Direction, and Universalism in
mobile APIs. On the other hand, Tradition and Confor-
mity exhibit low alignment. This raises questions about
industry priorities and the factors influencing these
alignments, necessitating investigation into whether
they mirror user preferences, industry trends, or biases
within API documentation. Such insights are crucial
for developers aiming to create user-centric APIs.

Moreover, exploring patterns across API themes reveals
varied alignments with human values, such as Benevo-
lence in Wearable & IoT, Self Direction in Security &
Privacy and Developer Productivity, Universalism
in Connectivity & Networking and User Interface
Design, Achievement in Gaming & VR, and distributed
Security. Understanding these associations informs
developers about value considerations in different func-
tionalities, guiding the development of guidelines or
frameworks for aligning values with specific
applications.

Shift in Comprehension of Values. Expert opinion
changing following debates with ChatGPT suggests a
shift in experts’ comprehension, particularly for the
manifestations of Tradition, Self Direction, and Uni-
versalism. This raises the question of whether ChatGPT
can indeed enhance practitioners’ understanding of
values, fostering mutual understanding with the
machine. On the other hand, the substantial number
of labels retracted by ChatGPT raises the question of
whether the language model’s insights could be
refined through continuous engagement with the
experts. In this regard, exploring the risks of introdu-
cing bias in the expert or machine’s comprehension of
values is crucial. These highlight the need for further
investigations into the cognitive aspects of expert-
machine interactions.

Missing National Security? The absence of APIs spe-
cificly aligned with National Security (Section 6.1) stems
from the sensitive nature of national security, which
leads to the restriction of API information, preventing
public disclosure due to security risks. National security
measures require customised solutions for government
agencies, diverging from generic APIs. Legal and regu-
latory factors, along with a preference for secure com-
munication channels not exposed through public
APIs, contribute to limited accessibility.

API Themes Specificity and Accuracy of Value Align-
ments. The finding that ChatGPT’s accuracy in reveal-
ing value alignments is higher for more specific
themes raises questions about why this discrepancy
exists. A potential hypothesis is that APIs with more
specific purposes are easier to link with human motiva-
tional goals and, thereby, values. This prompts a discus-
sion about the clarity in the expert and language model’s
understanding of values within different themes.

Discrepancies Between Standard and Third-Party
APIs. The higher ratio of agreed-reconciled for third-
party APIs compared to standard APIs implies higher
accuracy in ChatGPT’s findings from third-party docu-
mentation. Further investigation is needed to under-
stand why discrepancies exist. Exploring potential
biases in the model’s training data or variations in
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documentation styles between standard and third-party
APIs could provide valuable insights. Involving software
practitioners with expertise in API documentation and
social scientists to analyze potential biases in machine-
generated insights could contribute to a more compre-
hensive understanding of these discrepancies.

Complexity and Impact of API Documentation Con-
tent. The examination of prompt completion size high-
lights the complexity of justifications, with larger
responses for standard APIs. The content and length
of API documentation are suggested to influence
ChatGPT’s behaviour. Moreover, analyzing relation-
ships among response size, response time, and prompt
size reveals that more complex justifications lead to
longer response times. Future research should explore
the linguistic intricacies leading to complex responses.

Potentials of Using ChatGPT. ChatGPT supports
transparency by offering explanations for its findings
about values. It also shows potential in identifying hid-
den relationships between API descriptions and values,
sometimes offering insights that human experts may not
have considered. ChatGPT can also detect indirect links
and reveal manifestations of values that are challenging
for humans to detect. Additionally, the language
model’s ability to provide diverse and alternative
answers fosters inclusiveness in understanding the
manifestations of values in software artifacts. It also
stimulates further discussion, essential for understand-
ing human values’ multifaceted nature.

Challenges of Using ChatGPT. ChatGPT’s tendency
to misinterpret words or phrases in API documentation
with limited content sometimes leads to findings that
are hard to understand or map into the documentation.
Evaluating the suggested value alignment and reasoning
provided by ChatGPT can also pose challenges, as it
may make assumptions in API documentation that do
not align with values, resulting in unexpected findings.
The lack of a deep understanding of context and the
potential for oversimplification or contradictions add
to the difficulties. The observation that ChatGPT
retracts labels most frequently for certain value items,
such as Healthy, Variation in Life, Social Power, and
Politeness, warrants further investigation. It is essential
to understand whether these retractions indicate chal-
lenges in the model’s interpretation or if they reflect
nuanced aspects of values that may be difficult to cap-
ture accurately. Investigating this may uncover potential
areas for improvement.

Expert Recommendations. Some experts recommend
using ChatGPT as an initial screening tool to reveal a
comprehensive range of values, with expert opinions
used for the final judgment. Others suggest using
ChatGPT as the primary tool but emphasise the

necessity of expert opinions to address situations
where ChatGPT’s decisions are based on incomplete
information or incorrect identifications. The consensus
is that ChatGPT can be valuable as a screening tool to
discover human values in software artifacts, making
the process more scalable and transparent. However,
expert review remains crucial to validate the findings.

Miscellaneous Insights. Third-party mobile APIs are
generally found to be more informative than standard
APIs. In contrast, Android APIs, in particular, pose
challenges due to poorly documented content compared
to iOS and third-party APIs. Moreover, ChatGPT’s
explanations for certain values, such as Protecting the
Environment, Reciprocation of Favours, and Unity
with Nature, are observed to be difficult to understand,
with concerns about the model making assumptions
based on the API documentation. An interesting note
is the last step of reconciliation between ChatGPT and
experts (5.4), highlighting its potential usefulness and
the interactive nature of the assessment process.

Generalizability of Findings. This study focussed on
value alignments in mobile app reviews. Using
Schwartz’s theory of basic values, the identified value
alignments are grounded in a well-established theoreti-
cal model. However, it is important to be careful about
generalising any insights reported in this study to other
types of software. Similar patterns may or may not be
seen depending on how different types of software
prioritise values. For instance, mobile APIs prioritising
values such as Self-Direction and Benevolence might
be due to their interactive nature. This prioritisation
aligns with prior studies on mobile apps emphasising
usability (Kortum and Sorber 2015). By contrast,
safety-critical software may emphasise Achievement
and Conformity, reflecting goals related to efficiency,
reliability, and regulatory compliance. These differences
highlight the need for further empirical studies to inves-
tigate value alignments across different domains. Even
within the same domain, software products may prior-
itise values differently depending on their purpose
(functionality). For example, a gaming mobile app
may emphasise Stimulation and Hedonism, while a
banking mobile app may prioritise Security and Confor-
mity. Our thematic analysis of value alignments across
different API themes (functionalities), as summarised
in Figure 6.1.2), such as Gaming & VR, provides a struc-
tured framework that supports systematic comparisons.
This framework can be adapted to analyze software
systems, including cloud services, machine learning
platforms, and IoT with different functionalities. The
iterative refinement process and expert validation
methodology employed in this study also provide a scal-
able approach for identifying value alignments across
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software artifacts. Our findings highlight the necessity of
automated approaches, such as the one proposed in this
paper, for identifying numerous manifestations of
values across diverse software artifacts in a scalable
manner. The explanations provided by ChatGPT for a
large number of value alignments in mobile API docu-
mentation can also be used to fine-tune the language
model and develop more practical definitions of values.
These refined definitions could enable more accurate
value inference across other domains of software.
Future studies should extend this work to various types
of software artifacts, such as GitHub issues, user reviews,
and code comments, and across different software
domains (e.g. web, mobile, IoT, and safety-critical sys-
tems). Expanding this research can help build a broader
knowledge base for understanding how values are
expressed in different software artifacts and application
domains. Achieving this goal will require interdisciplinary
studies involving researchers and practitioners to further
refine and validate automated methods for analyzing
value alignments.

8. Limitations and threats to validity

8.1. Limitations

Prompt Framing Challenges. ChatGPT-3.5 demon-
strated sensitivity to prompt framing, where small vari-
ations in phrasing influenced the outputs, sometimes
leading to inconsistencies. This limitation posed chal-
lenges for ensuring reliability and consistency in identi-
fying value alignments. In particular, minor changes in
prompt wording led to variations in responses,
occasionally resulting in overextended or overly con-
strained interpretations of values. To mitigate these
issues, we employed an iterative refinement process
referred to as Prompt Crafting. This process included
embedding definitions of Schwartz’s values directly
into prompts, providing illustrative examples of value
alignments, and specifying instructions to balance expli-
cit and implicit interpretations. Prompts were further
optimised to prioritise the most relevant and well-
explained value alignments. Despite these refinements,
occasional inconsistencies persisted. For example,
ChatGPT sometimes confused perspectives between
API developers and end-users, even after explicitly
defining these roles in the prompts. Also, in many
cases ChatGPT responses still contained inaccurate jus-
tifications for value alignments based on assumptions
not backed by the API documentation. Future research
may seek to develop hybrid approaches that firstly
enhance the accuracy of the initial findings and secondly

embed semi-automated evaluation mechanisms that
rely on collaboration between machine and human to
detect and remove inaccurate findings about human
values. Our preliminary findings highlights the impor-
tance of human involvement.

Token Limitations. This study relied on ChatGPT-
3.5-turbo, which imposes token limitations that con-
strained the amount of information processed in each
prompt. To address this, we employed extractive sum-
marisation techniques to condense lengthy API docu-
mentation into manageable inputs. While this
approach preserved, on average, 96% of the original
content of each API documentation, it may have
excluded some details critical to interpreting value
alignments fo some APIs. Future research may explore
using more advanced models, such as GPT-4, with lar-
ger token capacities or adopting chunking strategies to
better handle lengthy inputs without sacrificing context.

Reliance on ChatGPT-3.5. This study relied solely on
ChatGPT-3.5, which may limit reproducibility due to
ongoing updates to the model. The same prompts may
yield different outputs as the model evolves, reducing
consistency. To address this limitation, prompts were
finalised and applied uniformly across all experiments,
and outputs were verified through human inspection.
Nevertheless, future studies should consider integrating
hybrid approaches that combine outputs from multiple
models, such as GPT-4 and domain-specific classifiers,
to improve robustness and interpretability.

Bias and Transparency Concerns in LLMs. Large
language models (LLMs) provide chances to uncover
human values, but it is crucial to recognise and miti-
gate potential risks linked to their utilisation. One
risk is the possibility of introducing biases into the
software despite efforts to promote inclusivity and fair-
ness. LLMs, trained on diverse datasets, may inadver-
tently perpetuate societal biases present in the
training data (Lindahl and Saeid 2023; Pellert et al.
2022), leading to biased interpretations and represen-
tations of human values in software. Manual identifi-
cation of biases in LLM-generated content may be
challenging. Although research, e.g. the work by
Fischer, Luczak-Roesch, and Karl (2023), has shown
promise in LLMs’ ability to reveal human values
from text with minimal bias, the issue remains to be
systematically scrutinised and addressed. Additionally,
lack of adequate transparency in LLMs (Liao and
Vaughan 2023) can lead to potential biases in under-
standing and integrating human values into the soft-
ware. These challenges emphasise the need for a
human-centred approach to enhance transparency in
LLMs (Liao and Vaughan 2023).
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8.2. Threats to validity

Construct Validity. We used extractive summarisation
to condense lengthy API documents beyond the token
limit of the ChatGPT API. We opted for this approach
for its faithfulness to the original API documentation
and its simplicity. However, extractive summarisation
might yield less fluent summaries, affecting clarity for
experts reviewing the labels (El-Kassas et al. 2021).
Moreover, despite prompt refinement and error hand-
ling to mitigate inaccurate justifications provided by
ChatGPT, they occasionally appeared in the labels,
necessitating human involvement in assessing and
interpreting ChatGPT’s findings. Nonetheless, manually
inspecting a large number of value alignment labels may
also be cumbersome; a hybrid strategy might involve
expert evaluation of labels suspected to have inaccurate
justifications.

Internal Validity. It is important to acknowledge that
experts’ agreements with justifications generated by
ChatGPT in the pilot study and main study might have
been influenced by the novelty of the approach and the
detailed arguments proffered by the language model. To
mitigate this influence, it is recommended that the ident-
ified findings be subjected to scrutiny by software prac-
titioners. This cross-validation process would lend
additional credibility to the findings. Also, the sensitivity
of ChatGPT’s responses to the framing of prompts further
underscores a limitation.While the intentionwas tomain-
tain consistency and accuracy in the responses, the possi-
bility of variations in the labels found by ChatGPT API
based on prompt framing must be recognised.

External Validity. It is important to note that the
responses elicited from ChatGPT may exhibit variance
upon repetition of the same questions. This variability
could stem from the inherent probabilistic nature of
language generation within the model. We used the
default value of 1 for both parameter options tempera-
ture and topp but changing that may lead to more pre-
dictable responses. While the measures undertaken
effectively fortify the methodology within the purview
of this specific study, their generalizability to alternative
contexts or research inquiries might be circumscribed.
The efficacy of the error-handling mechanisms and
the selected summarisation technique should be evalu-
ated within distinct research frameworks to gauge
their broader applicability.

9. Recommendations for using LLMs to
reason about values

Grounded in the methodology and findings discussed in
this study, this section provides recommendations for

using LLMs like ChatGPT for reasoning about human
values in software artifacts. These recommendations
focus on prompt design, validation, and mitigating
biases and errors.

Prompt Design. The iterative refinement process
described in the methodology emphasises the trial-and-
error nature of prompt crafting. While there is no guar-
antee that a prompt provides high accuracy at all times,
the following suggestions may help. Our experiments
show that explicitly providing the definitions of values
and sample value alignments reduces ambiguity and
enhances consistency in ChatGPT’s inference about
values. To avoid confusion, the prompt must specify
whether the focus of the analysis is on user values, devel-
oper values, or both; each must be explicitly defined. To
maintain accuracy while reducing false negatives, the
prompts should encourage prioritisation of direct con-
nections (without overemphasis) while allowing well-jus-
tified indirect links. Moreover, instructions should ask
ChatGPT to justify each value alignment with traceable
explanations, mitigating unsupported claims and enhan-
cing interpretability in automated labelling. Multiple
cycles of testing and revising prompts, as demonstrated
in the pilot study, addressed weaknesses such as vague
outputs, errors in traceability, and inconsistencies.
ChatGPT’s ability to detect indirect links and uncover
latent value alignments highlights its potential for identi-
fying subtle connections that might otherwise be over-
looked during prompt refinement.

Human Involvement. The main study outlines a
structured validation process involving expert assess-
ment of ChatGPT outputs, highlighting the importance
of human oversight. This shows the necessity of com-
bining the automated reasoning abilities of LLMs with
human expertise to ensure the accuracy of the findings
about human values. We recommend the use of a dialo-
gue-based assessment that allows multiple experts to
engage with the language model and provide reasons
rather than simply disagreeing with the findings. This
helps reduce the gap between human and LLM under-
standing of values and provides a basis for future inves-
tigations. The ability of ChatGPT to stimulate
discussions through diverse and alternative answers
played a key role in resolving disagreements, emphasis-
ing its potential to uncover value expressions that are
challenging for humans to detect. Yet, residual disagree-
ments revealed challenges stemming from speculative
explanations and misinterpretations, highlighting the
need for continued human involvement.

Minimizing Biases and Errors. Error-handling strat-
egies from the main study emphasise reducing biases
and improving reliability through approaches such as
self-evaluating prompts for detecting potential biases
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inherited from training data, performing manual reviews
and fairness checks, or a hybrid approach. Bias-detection
prompts can explicitly evaluate fairness and consistency
in outputs, allowing biases to be flagged for review. Auto-
mated filters flagged outputs with vague explanations or
formatting errors, and iterative refinement cycles mini-
mised unsupported responses. Findings stress the impor-
tance of periodically testing and updating LLMs to adapt
to improvements and new patterns in value alignment.

10. Conclusions and future work

Large language models (LLMs), like ChatGPT, hold the
potential to make inferences on human values in textual
content. They utilise sophisticated language under-
standing and contextual reasoning to provide a diverse
understanding of values and their expressions. The
LLMs’ ability to explain the reasoning behind their
findings also improves reliability and facilitates discus-
sions about values. In this study we leveraged the
reasoning capabilities of ChatGPT, a large language
model, to explore the potential of LLMs for revealing
human values in software artifacts. We specifically
assessed the alignment of standard and third-party
Android and iOS APIs with values through a method-
ology combining ChatGPT with expert evaluation.
Our study unveils a reciprocal evolution in understand-
ing values, with both ChatGPT and experts adjusting
their assessments through discussions. While experts
broadly endorse ChatGPT’s findings, indicating its
potential for revealing values, a notable proportion of
expert neutrality underscores the ongoing need for dis-
cussions to establish a common understanding of values
between machines and humans.

Summary of the Findings. The summary of the
main findings related to each research question is listed
below.

Patterns of Human Values (RQ1). ChatGPT revealed
around 9,000 value alignments from the documentation
of 3,000 APIs. The most frequently identified values
are Benevolence, Self-Direction, Universalism, and
Achievement, which are expressed mainly through
helpfulness, independence, environmental protection,
and success. Less prevalent values included Security,
Stimulation, Power, and Hedonism, while Tradition
(2.03%) and Conformity (1.74%) were least represented.
API themes influenced these patterns, with Wearable &
IoT APIs showing stronger alignments with Benevo-
lence, Security & Privacy APIs aligning with Self-
Direction, and Gaming & VR APIs emphasising
Achievement. Hedonism was linked to Multimedia &
Content APIs, and Universalism was highlighted in
Connectivity & Networking APIs. Differences across

Android and iOS platforms were also observed, with
third-party APIs displaying higher alignments with per-
sonal values like Self-Direction and Achievement com-
pared to standard APIs.

Accuracy of ChatGPT in revealing Values (RQ2). The
findings highlight the role of expert opinions in evaluat-
ing ChatGPT’s ability to reveal value alignments in API
documentation. Overall, experts agreed with 75% of
ChatGPT’s inferred value alignments, either directly
based on initial justifications or after clarifications.
About 7.44% of opinions shifted to agreement following
debates, underscoring ChatGPT’s ability to influence
experts’ understanding of values. Values like Hedonism
and Stimulation had higher agreement levels, whereas
Universalism and Tradition showed more neutrality
and disagreements. ChatGPT retracted mainly labels
associated with Tradition, Conformity, and Achieve-
ment. Theme-based analysis of the value alignments
indicated higher agreement for Security & Privacy
APIs and lower accuracy for general-purpose themes
like Testing & Debugging. Persistent disagreements
stemmed from ChatGPT inferring indirect or abstract
connections to values, leading to hallucinations when
documentation lacked clarity. This emphasises the
need for human oversight, blending automated reason-
ing with manual review to balance rigour and efficiency.
We completed the human evaluation by two coders rat-
ing all of the endorsed value alignments, confirming
86% of the value alignments with substantial agreement
between the coders (Cohen’s Kappa value of 0.78).

ChatGPT Prompt Completion (RQ3). The findings
highlight ChatGPT’s behaviour in prompt completion
based on response time, response size, and prompt
size. Response time varies significantly, with faster com-
pletions for third-party APIs compared to standard
APIs, and for standard iOS APIs over Android APIs.
Response size, reflecting complexity, is larger for stan-
dard APIs than third-party APIs, although differences
between iOS and Android APIs lack statistical signifi-
cance. Prompt size analysis reveals that third-party
API documentation is more content-rich than standard
APIs, and standard iOS APIs contain more content than
Android APIs. Correlation tests indicate a strong posi-
tive relationship between response time and size, imply-
ing longer times for more complex justifications.
However, weak negative correlations between prompt
size and both response time and response size suggest
that smaller documentation tends to produce longer
and more complex responses, though other factors
likely contribute.

Future Work. Future research may expand our
analysis to include other LLMs, such as GPT-4o, to
compare their reasoning capabilities and reliability in
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uncovering latent values in software artifacts. Such com-
parisons can help identify model-specific strengths and
weaknesses, informing best practices for AI-driven
evaluations. Additionally, hybrid AI-human frame-
works should be explored to optimise reliability and
reduce biases inherent in automated systems. Integrat-
ing human feedback into model training could further
refine LLM performance. Examining the socio-technical
dimensions of value disagreement such as cultural
biases or variations in domain-specific interpretations
would also provide richer insights into human-LLM
interactions. Lastly, applying this methodology to
other types of software artifacts, including source
code, bug reports, and user feedback, can extend its
applicability and reveal new patterns in value represen-
tations across software ecosystems. These directions
underscore the need for interdisciplinary approaches
combining AI research, ethics, and software engineering
to advance the study of human values in software using
large language models.

Notes

1. https://developer.android.com/reference.
2. https://developer.apple.com/documentation.
3. https://globalaffects.org/chatgpt.
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