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Abstract
At present, malicious software (mal-ware) is causing many problems on private networks and the Internet. One major cause of this includes outdated or absent security software to countermeasure these anomalies such as Antivirus software and Personal Firewalls. Another cause is that mal-ware can exploit weaknesses in software, notably operating systems. This can be reduced by use of a patch service, which automatically downloads patches to its clients. Unfortunately this can lead to new problems introduced by the patch server itself.

The aim of this project is to produce a more flexible approach in which agent programs are dispatched to clients (which in turn run static agent programs), allowing them to communicate locally rather than over the network. Thus, this project uses mobile agents which are software agents which can be given an itinerary and migrate to different hosts, interrogating the static agents therein for any suspicious files. These mobile agents are deployed with a list of known mal-ware signatures and their corresponding cures, which are used as a reference to determine whether a reported suspect is indeed malicious. The overall system is responsible for Dynamic Detection and Immunisation of Mal-ware using Mobile Agents (DIMA) on peer to peer (P2P) systems. DIMA is be categorised under Intrusion Detection Systems (IDS) and deals with the specific branch of malicious software discovery and removal.

DIMA was designed using Borland Delphi to implement the static agent due to its seamless integration with the Windows operating system, whereas the mobile agent was implemented in Java, running on the Grasshopper mobile agent environment, due to its compliance with several mobile agent development standards and in-depth documentation.

In order to evaluate the characteristics of the DIMA system a number of experiments were carried out. This included measuring the total migration time and host hardware specification and its effect on trip timings. Also, as the mobile agent migrated, its size was measured between hops to see how this varied as more data was collected from hosts.

The main results of this project show that the time the mobile agent took to visit all predetermined hosts increased linearly as the number of hosts grew (the average inter-hop interval was approximately 1 second). It was also noted that modifications to hardware specifications in a group of hosts had minimal effect on the total journey time for the mobile agent. Increasing a group of host’s processor speeds or RAM capacity made a subtle difference to round trip timings (less than 300 milliseconds faster than a slower group of hosts). Finally, it was proven that as the agent made more hops, it increased in size due to the accumulation of statistical data collected (57 bytes after the first hop, and then a constant increase of 4 bytes per hop thereafter).
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1. Introduction

Mobile agents have been in the limelight for some time now. Their use in sophisticated applications provides powerful advantages that can be employed to devise flexible and autonomous distributed systems. Agents possess distinguishing characteristics which differ from traditional software systems. Often these software systems have many aims which makes the overall system complex and, typically, the more complex a software entity becomes, the more prone it is to errors. A software agent has the advantage that it is typically goal-oriented, and can thus be simpler to write, and easier to test. Classed as mobile, these agents hold the capability to independently traverse the network they inhabit, carrying out software tasks they have been assigned. It is believed that network awareness of MAs could contribute to overcoming the contemporary issue of detecting and responding to intrusions in the network. Some of the design elements from this project contributed to the writing and acceptance of a paper accepted in the ECIW 2005 conference (Buchanan et al., 2005). This chapter’s purpose is to introduce the project, state its aims and objectives and presents scope and background information. Having defined the research question of whether IDSs for the detection of mal-ware can be enhanced with the usage of an agent-based approach in P2P systems, Chapter 2 moves on to define all the background information required to be able to understand the rest of the dissertation. Topics covered include agents, mobile agents, and mobile agent environments. Chapter 3 moves on to state the advantages of using mobile agents, followed by a critical review of achieved work in the field of agent based IDS. Chapter 4 elucidates the design phase of the project by providing analysis and specification of the system proposed, followed by Chapter 5 that details the steps taken to implement a prototype and design the relevant experiments required for evaluation. The experiments are carried out in Chapter 6 and their results are displayed in an explanatory fashion. Finally, Chapter 7 attempts to evaluate project objective achievement, critically assess the work done, and highlight scope for future work.

1.1 Aims and Objectives

1. To conduct a critical review of the literature in the field of using mobile agents in IDSs, including the hierarchical and also the peer-to-peer (P2P) approach.
2. To design and implement a framework for mal-ware detection and immunisation using mobile and static agents.
3. To evaluate the performance of a mobile agent approach and propose strengths and weaknesses of this approach as compared with traditional mal-ware detection/immunisation systems.
4. To document findings and to critically analyse the project and examine whether the advantages of adopting the P2P architecture over the centrally co-ordinated version are indeed worthwhile.
1.2 Background

First generation IDSs consisted of data collection components and a centralised analyser. Data collected from different sources was sent to the central analyser, which took the appropriate action. In these types of IDSs, the central point can be a point of failure. Presently used IDSs are hierarchically structured. Processed data from host and network levels are passed up the ladder until they reach the central coordinator, which in turn conducts analysis to determine the health of the overall system. These systems lack flexibility and making changes to the way things work is difficult (Ramachandran & Hart, 2004).

Ramachandran and Hart (2004) have proposed a distributed mobile agent based IDS. Their system overlooks the need for a central hub, can be adapted easily and additionally scales well to large networks. The aim of this project is to further research and implement certain aspects of their present work (which was still at its initial stages as of April 2004) by designing and implementing a set of agents to perform specific system file monitoring tasks and inject them into a "virtual network laboratory." These agents keep records of critical system file data at strategic nodes in the network. Once these agents are set up, a set of pre-defined intrusion hazards will be simulated to provoke these agents. The agents should be able to identify the any present hazards and eliminate them. Performance and output results from each of the agents will be logged and findings shall be reported through comparative analysis.
2 Theory

2.1 Introduction
This chapter attempts to define all necessary background information required to be able to comprehend the sections that are to follow. Agents in general and mobile agents are introduced, followed by client and server communications. Since the project involves client/server programming, two code samples in two eligible languages have been shown and clarified (Java and Delphi). This chapter is concluded with mobile agent platforms.

2.2 What is an agent?
“An agent is a program that assists people and acts on their behalf. Agents function by allowing people to delegate work to them” (Lange & Oshima, 2003). A software agent can be defined as:

A software entity which functions continuously and autonomously in a particular environment ... able to carry out activities in a flexible and intelligent manner that is responsive to changes in the environment ... Ideally, an agent that functions continuously ... would be able to learn from its experience. In addition, we expect an agent that inhabits an environment with other agents and processes to be able to communicate and cooperate with them...


Jansen (2001) further clarifies the definition of an agent as a piece of software that can exercise authority on behalf of an entity (be it a person or organisation) and autonomously progress to achieve a predefined goal or set of goals. An agent may also - at its own will – interact with other agents and also with its own environment. Helmer, Wong, Honavar, Miller and Wang (2002) describe ‘lightweight’ agents as those that achieve their tasks with minimal code. These agents are dynamically upgradeable, less complex, smaller, and hence faster to transport. According to Tanenbaum and Van Steen (2002) there has been a lot of controversy concerning what exactly an agent is. The definition given by Lange and Oshima is quite broad, and many different types of applications can be easily categorised as agents. Balasubramaniyan et al.’s explanation is somewhat short from being comprehensive and is rather an attempt to illustrate the specific examples of agents that the group had in mind. Jansen attempts to build on the former two but falls short of providing a thorough picture. Instead of narrowing down the definition (as Helmer et al. had attempted), it makes more sense to describe the characteristics of the category of agent that are of interest.

The list below shows these characteristics, some of which are common to all agents:

- **autonomous** can act on its own
- **reactive** responds timely to changes in its environment
- **proactive** initiates actions that affect its environment
- **communicative** can exchange information with users and other agents
- **continuous** has a relatively long life span
- **mobile** can migrate from one site to another
- **adaptive** capable of learning

The latter three are not common to all agents (Tanenbaum & Van Steen, 2002).

### 2.3 Mobile Agents

#### 2.3.1 Characteristics

Mobile agents (also called migrating processes) are derived from *standard* agents and have the ability to physically travel across a network and perform tasks on machines that provide agent hosting services. This allows processes to migrate across computers and allows for splitting processes into multiple instances that execute on different machines, and to return to their point of origin, the *launch pad*. Unlike remote procedure calls (RPC), where a process invokes procedures hosted at a remote machine, process migration allows executable code to travel and interact with databases, file systems, information services and other agents (Reilly, 1998). Reilly also mentions that the following things are prerequisites that enable mobile agent migration:

- **Establish a common execution language.** In a situation where an agent was to migrate from one machine to the next, it must be ensured that both machines share a common execution language. This can be guaranteed only in a homogenous networking environment. However, such a system would not prove scalable. In the real world, networking environments are heterogeneous, where systems of many different architectures are interconnected. In this case, meeting the common execution language requisite would obviously be impossible. The most suitable approach to this obstacle would be the use of an interpreted scripting language, via a mobile agent environment such as Grasshopper.

- **Ensure process persistence.** Following successful migration to a remote machine, a process would need to be provided with its runtime-relevant information in order to resume execution. Usually, the agent execution environment would be responsible for this, by saving the process execution state and packing it along with the agent before dispatch.

- **Setup a communication mechanism between agent hosts.** Some mechanism for communication must be established to allow agent transferral across networks. TCP/IP is a commonly used protocol to transfer processes. An alternative higher level of communication is Remote method Invocation (RMI), which according to Shekhar (2003) provides a simple and direct model for distributed computation with Java objects.

- **Enforce security to protect agents and agent hosts.** In situations where executable code is allowed to travel across a network, badly written code or misbehaving processes could wreak havoc amongst hosts if not hindered by preventative measures. Similarly, well-behaved processes could be exploited by their hosts which could cripple the agent’s functionality.
2.3.2 Framework

Referring to the previously mentioned characteristics, presented next (Code Extract 2.1) is the basic code framework of a mobile agent which migrates to a single host (in this case to 192.168.0.1 on port 7000) and returns back to its origin.

The source code shown in Code Extract 2.1 is represented by a Java class that may be executed on a suitable mobile agent environment such as Grasshopper.

```java
package examples.simple;
import de.ikv.grasshopper.communication.GrasshopperAddress;
public class GrainHopper extends de.ikv.grasshopper.agent.MobileAgent {
    int state;
    public void init(Object[] creationArgs) { state = 0; }
    public void live() {
        switch(state) {
            case 0:
                GrasshopperAddress location =
                    new GrasshopperAddress( "socket://192.168.0.1:7000" );
                if (location != null) {
                    state = 1;
                    log( "Trying to move..." );
                    try {
                        // Migrate!
                        move(location);
                    }
                    catch (Exception e) { log( "Migration failed: ", e); } state = 0;
                }
                break;
            case 1:
                log( "Arrived at destination, heading back home now." );
                state = 2;
                log( "Trying to move..." );
                try {
                    move(getInfo().getHome());
                }
                catch (Exception e) { log( "Return trip failed: ", e); }
                break;
        }
    }
}
```

**Code Extract 2.1: Sample Agent Code**

Basic code framework of a mobile agent which migrates to a single host.

2.4 Mobile Agent Environments

With reference to the preceding Section 2.3, agent execution environments are responsible for maintaining process persistence as agents migrate from host to host. Their responsibilities also include handling inter-agent communication, agent transport and a agent proximity detection service, which keeps track of agent locations as they travel. Interactions can be performed using plain socket connections (TCP/IP) or Java RMI as was mentioned earlier.
On some environments, RMI and plain socket connections can be protected with encryption. Mobile agent environments are able to interact with each other using a range of methods such as synchronous, asynchronous and multicast communication (IKV++ GmbH [A], 1999). A few examples of agent environments include Grasshopper and IBM Aglets SDK.

2.5 Client Server Communication

Several benefits distinguish TCP/IP over other networking protocols. Being an open standard that is widely published, TCP/IP is totally independent of any hardware or software manufacturer. Belonging to the transport and network layers of the ISO OSI seven layer model, this protocol can be run on many types of network including Ethernet, Token Ring, and telephone lines. This allows sending of data between systems that may differ in specifications, size and operating system. The IP portion of TCP/IP makes the protocol routable, balancing load on different parts of the network. Courtesy of IP addressing, TCP/IP is scalable, allowing it to be run on networks of varying sizes, even those as large as the Internet. When computers communicate on a TCP/IP network, network data travels from a port on the sending computer to a port on the receiving computer. Using ports is required to identify the application that is associated with the data and is represented by a unique 16-bit number in the range of 0 through 65535. The source port represents the application that sends the data. Likewise, the destination port represents the application that receives the data. Many of these ports are standardised and well known. Thus, during actual communication, computers automatically determine which port to connect to for a specific service. The automation of this procedure results in ports being utilised transparently to the user (Groth, 2001).

In a client/server distributed system, processes are divided into two groups. A server is a process that implements a specific service, for example, a database service. A client is a process that requests a service from a server by sending a request (in an agreed upon manner) and subsequently waiting for the server’s reply. There are two methods of communication between a client and a server. A simple connectionless protocol can be implemented if the underlying network is considered reliable (as in many local area networks). In this scenario, when a client requests a service, it simply constructs a message for the server, identifying a known service it wants along with required data. The message is then dispatched to the server. The server waits for an incoming request, processes it, and constructs a reply message that is sent back to the client.

Using a connectionless protocol boasts an advantage of being efficient (less communication to achieve a required goal). Provided that messages arrive correctly (and in a timely fashion), this method works very well. There are however setbacks to using this approach. Transmission failures can come in the way and providing a workaround for the protocol is not easy. If an acknowledgement reply was lost, then resending the request may result in the server performing the operation more times than needed. An example of this would be a request to deduct a sum of money from the client’s bank account. In this case, sending a duplicate request would be catastrophic. Transmission failures cannot be detected by the client and the remedy would need to involve extra programming effort. Before making a choice on which communication method to use in this project, the second option shall be explored.
Alternatively, many client/server systems use a reliable connection-oriented protocol. Although not entirely relevant in local-area networks due to their nature, the connection-oriented protocol works very well in larger network infrastructures (where communication can be unreliable). This communication method requires that whenever a client requests a service, it must first set up a connection to the server, before sending its request. The server usually uses the same connection to send the reply message. After the server replies, the connection is torn down. Setting up and tearing down a connection can be costly, especially if the data to be transmitted is small in size.

Conceptually, a *socket* is a communication endpoint to which an application can write data that are to be sent out over the underlying network, and from which incoming data can be read. A socket is actually an abstraction for a specific transport protocol (Tanenbaum & Van Steen, 2002). The connection-oriented approach shall be used as a base for this project, bearing in mind that the client and server may reside on the same physical machine. The costliness of connection set up will not be considered a setback since this project is to provide a prototype application and will not involve much communication. If the project were to be practically applied, the connectionless method would be ideal since client/server conversations will not exceed one request and one reply.

### 2.5.1 Delphi Sockets

Referring to Gajic (2005), Delphi provides several components that allow data exchange over the network. Two quite common objects are TServerSocket and TClientSocket. Both are designed to let applications read and write data over a connection-oriented channel (TCP/IP).

Microsoft Windows provides an open interface for network programming, called *Winsock*. Winsock acts as a link between Delphi network applications and underlying protocol stacks by providing necessary classes and events required to access network services.

Delphi includes socket components, which are wrappers for the aforementioned Winsock classes that let applications communicate with each other using TCP/IP, without the developer having to worry about underlying network software or protocols.

Initiating a socket connection using the socket component requires a host and a port to be specified. Generally, host specifies an alias for the IP address of the server system; port specifies the endpoint number that identifies the server socket connection.
Sample Client/Server Application in Delphi

Delphi Server
To create a network server program, the TServerSocket component is required. The port property must be specified and the component must be ordered to listen for incoming connections as shown in Figure 2.1.

![Figure 2.1: Server Program GUI](image)

GUI for the server program, showing the TServerSocket component and a memo control to display received text.

```delphi
procedure TForm1.FormCreate(Sender: TObject);
begin
  ServerSocket1.Port := 110; // Port reserved for POP3
  ServerSocket1.Active := True;
end;
```

**Code Extract 2.2: TServerSocket Settings**

TServerSocket must be programmed to listen to incoming connections on a specific port, for example, 110 (POP3). This is done in the program’s OnCreate event.

The `Active` method shown above orders the TServerSocket component to start listening. Once this program is compiled and executed, it will actively listen for incoming connection requests on port 110.

The listening process must be ended upon termination of the program. This is implemented in the program’s OnClose event (which actually belongs to the main form).

```delphi
procedure TForm1.FormClose(Sender: TObject; var Action: TCloseAction);
begin
  ServerSocket1.Active := false;
end;
```

**Code Extract 2.3: Terminating TServerSocket**

Terminating the socket when the program exits.
Delphi Client
The client program is created in the same way, except using the TClientSocket component, as shown in Figure 2.2 and Code Extract 2.4.

![Client Program GUI](image)

**Figure 2.2: Client Program GUI**
GUI for the Delphi client program, showing the TClientSocket component and an edit box along with a button to send text to the server.

```
procedure TForm1.FormCreate(Sender: TObject);
begin
    ClientSocket1.Port := 10;
    // Host to connect to is the server’s IP address in this case.
    ClientSocket1.Host := '192.168.0.1';
    ClientSocket1.Active := true;
end;

procedure TForm1.FormClose(Sender: TObject; var Action: TCloseAction);
begin
    ClientSocket1.Active := false;
end;

procedure TForm1.Button1Click(Sender: TObject);
begin
    if ClientSocket1.Active then
        ClientSocket1.Socket.SendText(Edit1.Text);
end;
```

**Code Extract 2.4: Client Socket Settings**
The client program must be programmed to connect to the server (at its IP address) on the predefined port upon start-up and to send the specified text when the Send button is clicked (Button1.OnClick). The socket must be closed when the program is terminated.

A slight addition to the server program must be made in order for it to show the text received by clients. This is shown in Code Extract 2.5.
procedure TForm1.ServerSocket1ClientRead(Sender: TObject; Socket: TCustomWinSocket);
var
  i:integer;
  sRec : string;
begin
  for i := 0 to ServerSocket1.Socket.ActiveConnections-1 do
    begin
      with ServerSocket1.Socket.Connections[i] do begin
        sRec := ReceiveText;
        if sRec <> '' then
          begin
            Memo1.Lines.Add(RemoteAddress + ' sends :');
            Memo1.Lines.Add(sRec);
          end;
      end;
  end;
end;

Code Extract 2.5: Message Exchange Using Sockets
This makes the server iterate through its list of open connections and add any text received to the memo control, as a means of feedback to the user.

After this modification, the server will log any text received from clients. The GUI below shows the final program’s functionality (Figure 2.3).

![Network Server](image)

Figure 2.3: Text Receipt GUI
The server GUI showing received text from several clients

2.5.2 Java Sockets
Mahmoud (1996) emphasises that all the classes related to sockets are in the java.net package, which needs to be imported when using sockets.
Java Client

To program a client in Java, a socket would need to be created as follows (Code Extract 2.6).

```
Socket MyClient;
try {
   MyClient = new Socket("Machine name", PortNumber);
}
catch (IOException e) {
   System.out.println(e);
}
```

**Code Extract 2.6: Java Client Socket Setup**

‘Machine name’ represents the server machine’s name or IP address. ‘Port’ is the number of the endpoint to connect to on the server. The rest of the code is for exception handling – in case an exception occurs, an explanatory message is displayed.

Reading and writing to a socket is demonstrated below in Code Extract 2.7.

```
DataInputStream input;
try {
   input = new DataInputStream(MyClient.getInputStream());
}
catch (IOException e) {
   System.out.println(e);
}
```

**Code Extract 2.7: Interception TCP/IP Input**

The DataInputStream class is used to create an input stream to receive response from the server, which can be recorded in a variable.

DataInputStream allows the client to read lines of text and Java primitive data types in a portable way. It provides methods such as read, readChar, readInt, readDouble, and readLine, as shown in Code Extract 2.8.

```
String response_line
response_line = input.readLine();
```

**Code Extract 2.8: User Input Extraction**

Reading user input into a string variable.

The DataOutputStream class allows writing of Java primitive data types. Many of its methods write a single Java primitive type to the output stream, such as `writeBytes`, as demonstrated in Code Extract 2.9.
DataOutputStream output;
try {
    output = new DataOutputStream(mysocket.getOutputStream());
} catch (IOException e) {
    System.out.println(e);
}
output.writeBytes("Hello there!");

Code Extract 2.9: Console Output
Writing output to the console.

Java Server
Creation of a Java network server requires binding the program to a socket and listening for and accepting incoming connections. A server socket is created as follows in Code Extract 2.10.

ServerSocket MyService;
try {
    MyService = new ServerSocket(Port);
} catch (IOException e) {
    System.out.println(e);
}

Code Extract 2.10: Java Server Socket Setup
Creating a server socket in Java.

Starting a server also requires the creation of a socket object from the ServerSocket class in order to listen for and accept connections from clients (Code Extract 2.11).

Socket clientSocket = null;
try {
    serviceSocket = MyService.accept();
} catch (IOException e) {
    System.out.println(e);
}

Code Extract 2.11: Java Connection Acceptance
Accepting incoming connections in Java.

Sending and receiving data is done in much the same way as with Java clients, except the MyClient socket variable is replaced with the accepted socket variable ‘serviceSocket’ as shown next in Code Extract 2.12.
DataOutputStream output;
try {
    output = new DataOutputStream(serviceSocket.getOutputStream());
} catch (IOException e) {
    System.out.println(e);
}
output.writeBytes("Hello there!");

DataInputStream input;
try {
    input = new DataInputStream(serviceSocket.getInputStream());
} catch (IOException e) {
    System.out.println(e);
}

String response_line
response_line = input.readLine();

Code Extract 2.12: Java Server Message Exchange
Sending and receiving data with a Java server.

Closing sockets involves terminating all created stream objects in both the client and the server. This is done with the close() function (Code Extract 2.13).

// Closing the client socket
try {
    output.close();
    input.close();
    MyClient.close();
} catch (IOException e) {
    System.out.println(e);
}

// Closing the server socket
try {
    output.close();
    input.close();
    serviceSocket.close();
    MyService.close();
} catch (IOException e) {
    System.out.println(e);
}

Code Extract 2.13: Closing sockets in Java
3 Literature Review

3.1 Introduction
This chapter aims to conduct a review of research related to the project topic, especially mobile agents and IDS. It is started off by delving into similar research directions. Research projects that are relevant to the thesis are discussed and compared where possible, in addition to discussing how this project relates to others, elucidating areas in which they meet and differ.

3.2 Similar Research Directions

3.2.1 Definition of Intrusion Detection
There are several different perspectives on the issue of secure computer systems. According to Janakiraman, Waldvogel and Zhang (2003), intrusion can be classified as the perpetration (or attempted perpetration) of taking advantage of a computer (or its associated resources) without rightful credentials, causing direct or indirect damage. IDSs are responsible for identifying intruding entities.

Other researches depict computer system security by describing what violates this security - intrusion. Eid (2004) defines intrusion as an attempt to exploit a computer network. According to Eid’s work, intrusion detection comprises of several aspects, primarily detecting unauthorised and exploitive access to any device on the network. Secondly, IDSs have the capability of pointing out security vulnerabilities in a system. As well as administrating security policies and system “health” monitoring.

Experts may disagree on what topics need to be included in defining intrusion detection, however Helmer, Wong, Honavar, Miller and Wang (2002) provide a more comprehensive definition by stating that in order for these systems to be classified as secure, they must guarantee dependability on them. This dependability consists of availability, reliability, and confidentiality of its data and services. Since these systems are designed by humans, who are – by nature – prone to error, these systems end up with integrated design and implementation flaws, which culminates in security vulnerabilities. This in turn violates the guarantees set by secure computer systems. IDSs are responsible for detecting some set of intrusions and carrying out some necessary predefined action when a deviance is detected.

3.2.2 First Generation IDSs
Eid reports that first generation IDSs were entirely centralised. A single machine was responsible for monitoring and detecting intrusions throughout the network. This single host monitored data flow at certain points in the network and analysed data extracted from collected log files.

Ramachandran and Hart (2004) and Jansen (2001) extend Eid’s narration of early IDSs by elucidating that these systems consisted of not only a single centralised host, but also data collection components. This implied that the central host’s role was solely analytical, and was not responsible for data collection from logs and network monitoring.
It is also explained that that “while this architecture is effective for small collections of monitored hosts, centralised analysis limits the ability to scale up to handle larger collections.” (Jansen, 2001). Researchers agree that the main limitation with these early systems was that the central host may be a single point of failure. If an attacker manages to successfully destabilise the host, the IDS would ground to a halt and the network would become vulnerable. A different approach was needed to tackle the task of developing an effective and robust IDS. This is presented in the following section.

3.2.3 Present Day IDSs

According to Hart and Ramachandran, the majority of IDSs currently in use are based on a hierarchical structure. Processed data from host and network levels are passed up the ladder until they reach the central coordinator, which in turn conducts analysis to determine the health of the overall system. These systems lack flexibility and making changes to the way things work is difficult.

“Present-day IDSs are less than perfect” (Martino, 1999, cited by Jansen, 2001).

Jansen (2001) states that some shortcomings in modern IDSs are inherent in the way these systems are constructed. Jansen gives a list of the most common shortcomings, shown below, which are essentially supported by Kruegel and Toth (2002).

- **Lack of efficiency:** Host-based systems may slow down when faced with a large number of network events. Network-based systems may drop packets that cannot be evaluated in time. Network events need to be processed in real time, and this requirement may be hard to keep if the events keep pouring in at a very high rate.
- **High number of false positives:** Since attack recognition is not perfect, some attacks may go undetected (by possibly lowering the alarm threshold). Switching the system to a more paranoid approach (by raising the alarm threshold) will generate many false positives.
- **Burdensome maintenance:** Configuration and maintenance of IDSs often requires expertise and extra effort. Special signatures must be registered for different types of attacks and additional adjustments must be made to cope with deviations in behaviour.
- **Limited flexibility:** In most cases, IDSs designed for a specific environment cannot be shifted to work in another. Adapting a system can be time consuming and problematic.
- **Vulnerability to direct attacks:** Any IDS is susceptible to attacks. Current systems lack many features that could make an IDS survive attacks, such as redundancy.
- **Vulnerability to deception:** Due to the way current systems are designed, an attacker can modify packets at a network level to fool the IDS into ignoring the attack.
- **Limited response capability:** IDSs were mainly designed to detect attacks in real time. Analysis of these detections and responding to them is not done dynamically, which gives attackers more time to freely operate.
- **No generic building methodology:** A lack of an agreed-upon framework for building IDSs acts as a setback to development in the arena.
3.2.4 Why Use Mobile Agents?

Several benefits motivate developers to delve into the world of using mobile agent technology. Researchers have highlighted numerous advantages that inspire the adoption of mobile agents.

Firstly, mobile agents assist in network load reduction. According to Lange and Oshima (2003), distributed systems by nature rely on communications protocols that involve multiple interactions to accomplish a given task. This undoubtedly results in a lot of network traffic. Mobile agents provide a mechanism that allows the developer to package a conversation and dispatch it to a known destination host, where interactions can be carried out locally. The result is the reduction of the flow of raw data in the network. When a process requires access to large volumes of data, it makes more sense to execute the given transactions in the locality of the data instead of it being transferred over the network. Sundsted (1998) further clarifies this issue by mentioning that a transaction or query in a client/server situation may require many round trips over the wire in order to complete. Each trip creates network traffic and consumes bandwidth. In a situation where network traffic would be quite extreme due to a high number of ongoing transactions (which may occur when a large number of clients are involved), the total bandwidth requirements to operate may exceed what is available, which would result in degraded performance for the application as a whole. By employing an agent to handle the transaction, and sending the agent from the client to the server, network bandwidth consumption is reduced. So instead of requests and replies being sent back and forth in order to complete an operation, only the actual agent needs to be sent. Jansen (2001) also points out a benefit that where confidentiality is a main concern, it is more efficient to move an encrypted agent and its refined data rather than moving all of the raw data in encrypted form.

Secondly, mobile agents are intelligent and dynamically adapt. Tanenbaum and Van Steen (2002) report that mobile agents are autonomous and can actively interact with their environment. This implies that if an agent’s execution was paused and it was sent to a different host, it would resume execution from where it left off when it left its origin. This is further reinforced by Lange and Oshima who mention that mobile agents possess the ability to sense their execution environment and react autonomously to changes. Jansen also claims that agents may move elsewhere to avoid danger, clone themselves for redundancy and parallelism, or ask for assistance from other agents.

Finally, mobile agents are known for their robustness and fault tolerance. Lange and Oshima believe that mobile agents boast the ability to improvise when faced with critical situations. Sundsted supports this by demonstrating that unreliable network connections cause no panic to mobile agents. Most network applications nowadays require the network connection to be alive the entire time a transaction is taking place. The moment a connection goes down, the client often must restart the transaction from the beginning, if allowed to do so at all.

Sundsted also mentions that if a client were to dispatch an agent into a network environment, and then went offline, the agent would have the capability to handle the transaction autonomously. The result would be stored with the agent and sent back to the client once the network connection comes up again. Eid supports the aforementioned advantages and adds that implementing such systems in languages such as Java provide system and platform independence as well as plenty of security features which are essential to IDS.
Thus, the features mentioned above can dramatically improve the prospects of a system, and are compelling reasons to adopt a mobile agent based approach for use in different applications, including intrusion detection.

3.2.5 Agent Architecture

Firstly, there is a need to establish how to design and build an agent architecture. Designing and implementing support for several of the agent characteristics mentioned earlier is of high importance. The key requirements an agent architecture must satisfy are as follows (Sundsted, 1998).

- **Uniqueness.** An agent must have its own unique identity
- **Co-habitation.** An agent host must allow multiple agents to co-exist
- **Environment awareness.** Agents must be able to determine what other agents are executing in the agent host
- **Peer service consciousness.** Agents must be able to determine what messages other agents accept and send
- **Established communication channels.** Agent hosts must allow agents to communicate with each other and the agent host
- **Agent exchangeability.** Agent hosts must be able to negotiate the exchange of agents
- **Agent handling awareness.** An agent host must be able to freeze an executing agent and transfer it to another host
- **Agent operation reactivation.** An agent host must be able to thaw an agent transferred from another and allow it to resume execution
- **Inter-agent barrier.** The agent host must prevent agents from directly interfering with each other

The architectural requirements above provide support for the tactile and social characteristics of supported agents. Explicit support is not provided for the cognitive characteristics, as this is up to the agent developers to improvise.

3.2.6 Using Mobile Agents for Intrusion Detection

In an effort by Jansen (2001), it was stated that while mobile agents do not directly improve the techniques for detection, on the other hand, Helmer et al. (2002) believe that mobile agents have many advantages and solve critical problems in intrusion detection. However, Jansen mentions that mobile agents *can* reshape the way intrusion detection techniques are applied, resulting in improved efficiency and effectiveness. Helmer et al. agree and add that other critical problems can also be solved, like bandwidth and reliability. The two research groups also agree that mobile agents solve several problems due to their characteristic of being at the right place at the right time. They can monitor network activity at each host which ensures that no packets are missed (which may happen if the agent was centralised on a specific network segment). Attack resistant architectures can be facilitated thanks to an agent’s ability to operate autonomously and make decisions when needed an also to share knowledge with other agents.
Jansen reckons that there are many advantages of applying mobile agents to responding to an intrusion:

- **Tracing an attacker.** Makes the task much easier due to distribution of agent platforms and using a shared knowledgebase.
- **Responding at the target.** When an attack is detected, it is crucial to automatically and swiftly respond. A quick response can prevent the matter from deteriorating if the attacker establishes a better foothold and uses the exploited host to further compromise the network.
- **Evidence gathering.** Data is audited from different hosts no matter what operating system or hardware platform is used. This information can form a knowledgebase for the agents.
- **Source and target isolation.** Mobile agents have the ability to travel to all network elements to carry out remedial work (according to defined strategies). This allows them to execute network level responses if other automated methods fail. The three available strategies are block the attacker’s communications, block the target’s communications, and block communications between the attacker and the target.

### 3.2.7 Related Work

Not many research projects have attempted to incorporate mobile agent technology into IDSs. Balasubramaniyan, Garcia-Fernandez, Isacoff, Spafford, and Zamboni (1998) proposed a system called AAfID that is claimed to be scalable by employing a hierarchical structure. The system architecture uses static agents that are distributed over a number of hosts. Each one of these agents carries out monitoring tasks and reports its findings to a higher authority agent called a *transceiver*. DIMA aims to adopt the same static agent concept by installing permanent processes on each host to be monitored. The transceiver agent analyses and compacts the data it receives and reports it to one or more *monitor agents*. AAfID tackles the central point of failure (CPF) shortcoming by ensuring that transceivers report to multiple monitors to provide redundancy in case a monitor fails (similar to the central hub IDS scenario). The main drawback of AAfID is its complexities that lead to design issues due to its complicated hierarchy.

An example would be in a situation if two monitor agents controlled the same transceiver, mechanisms must be employed to ensure consistency of information and behavior. Overall, out of the systems reviewed, AAfID is the most frequently referenced, mainly due to its early debut in the mobile agent IDS arena.

De Queiroz, Da Costa Carmo and Pirmez (1999) propose a novel system called Micael, that utilises five types of agents. Centralised system control is maintained by a *Head Quarter* agent, named the *QG*, which is usually stationed on a single host. The QG agent is considered the mother of all other agents in the system, due to its capability to create other types of active agents that carry out the tasks required for the system to operate. The QG is capable of migrating from its origin host only in threatening situations, like if the CPU load increases no the host due to frequent user activity, or when the host is invaded. The second type of agent in the system is the *Sentinel* that acts as a resident agent, collecting data at a host level and informing the QG about eventual anomalies. Periodically, the Sentinel backs up its data and execution state to the QG preventing data loss in the event of a system failure. The Sentinel is initially created by the QG and ordered to migrate to its destination host. After consulting external databases on its host, the Sentinel searches for anomalies and reports any threats to the QG, which in turn creates and sends a third type of agent, the *Detachment*. 


A Detachment is a special type of agent that is created to combat anomalies detected by Sentinels. Upon creation, it is instructed by the QG to migrate to the threatened host, where it evaluates the situation and reacts accordingly, possibly by starting countermeasures. Once the threat is eliminated, Detachment migrate back to the QG, back up their data, and terminate. From time to time, the QG creates Auditors, which are protective agents that check up on the integrity of the active agents. These Auditors have the authority to reinstate other types of agents if they abort execution for any reason.

There are other kinds of agents in Micael, known as special agents that are created for special purposes such as detecting network attacks like flooding and spoofing. Although well designed, Micael resorts to the CPF approach, where the QG has the final word. If the event of QG failure due to an undefined exception, with the absence of Auditors in the scenario, the whole system would be crippled.

Helmer et al. propose another system that can be divided into several types of agents. At the lowest level are the data collector agents, which work in a similar fashion to the static agents in DIMA. Several types of data collectors exist, each monitoring different activities, such as failed logins and port scans. DIMA, being an early prototype, integrates several activity monitors into one single static agent. Next come the low level agents that monitor and classify ongoing events and activities reported from the data collectors. Different monitored activities require different types of low level agents. These agents are mobile and can migrate to other hosts to interrogate data collectors, and are assisted by facet agents in carrying out their roles. Finally, data miner agents use machine learning techniques to collect information that is passed up the hierarchy and processed by higher level agents. Unfortunately, no structure has been put in place for resolution of anomalies. DIMA is different in that its mobile agents are pre-programmed with intelligence and can take decisions swiftly on the spot and without referring to external entities.

Another unique proposal by Asaka, Okazawa and Taguchi (1999) designs a system to trace intrusions and gather information. The system consists of a manager, which resembles De Queiroz et al.’s QG agent in that there is only one of its kind and that it remains the highest authority. Reporting to the manager are sensors, which are basically static agents that monitor system logs for evidence of intrusion. In any intruder evidence is discovered, tracing agents (tracers) are invoked to trace the path of the intrusion, identifying its point of origin (the intrusion target host). Every time a tracer is started, an accompanying information gathering agent (infoagent) is activated, which analyses evidence that was collected and migrates back to the manager and reports its findings. Also, each time a tracer migrates to a new host, a new infoagent created. Although they arrive at very close proximity of the intrusion evidence, neither tracers nor infoagents have the capability of deciding whether an intrusion has actually occurred. On the other hand, DIMA’s Maldes agent does its analysis before taking decisions at each target host by providing resolutions before migrating to its next host. Additionally, Asaka et al. devised a clever mechanism for local information exchange through the use of a shared message board that sits on each host. Tracers and infoagents post information relevant to decide whether a track has already been traced by other agents, therefore saving time and preventing trace route overlaps by two or more agents. A second centralised mechanism, called a bulletin board, resides on the manager machine and records more extensive information gathered by different agents from their target systems. Asaka et al.’s agents focus on tracing intrusions rather than detecting their presence or eliminating them. The analysis is conducted centrally by the manager, who judges and declares whether or not an intrusion has occurred. As previously mentioned, centralised solutions like Asaka et al.’s manager pose as a CPF setback.
A novel P2P approach by Ramachandran and Hart presents a distributed mobile agent based
IDS with no central coordinator. The system design indicates that hosts in a network are
divided in sites that are equal in authority (peers). These sites are logically arranged into
virtual neighborhoods, and must all be running special IDS software. Intrusions at a site are
either detected locally from within the site, or remotely by a nearby neighbor using mobile
agents. Any information related to the safety of a site is distributed among neighbors. Upon
detection of an intrusion, the neighbors of the suspected site are polled and a joint decision is
made to take action.

Although the system framework is relatively robust by eliminating the need for a
dependency such as the central processing station, it may raise questions by separating the
agents from their required data. One merit of this system is its distributed decision making.
All decisions are made after a majority vote is reached between neighbors. DIMA avoids this
approach and opts for standard on-site intelligence, which overtakes the dependency on
numerous external responses and frequent delays that affect the overall performance of the
system.

Buchanan, Graves, Saliou, Al Sebea, and Miga (2005) outline an integrated framework for
both data gathering, using mobile and static agents, and also in the creation of a data
gathering system which logs data in a verifiable and open way. The framework for logging
data for future investigations uses a formal approach where a forensics policy is defined,
which is then compiled into an implementation which can run on IDS agents. The paper also
proposes a system which uses mobile and static agents to formalise the investigation process.
The mobile agent framework proposed defines an outline of the usage of the mobile agent in
a forensics system. Within this, the investigator has no direct interface to the host-under-
investigation (HUI). This thus keeps the integrity of the system, where a static agent is
immediately installed on the HUI, and guards against any changes to the information stored
on the HUI. The investigator then gives the mobile agent requirement, such as the names of
the executable files on the HUI, and the mobile agent migrates itself to the HUI, and
authenticates itself to the static agent, and vice-versa. The mobile and static agents can then
intercommunicate with each other and pass information about the required case. Both the
mobile and the static agent are programmed with a framework which supports both legal and
moral constraints, thus any part of the investigation which breach the limits of the current
investigation will be stopped.

3.3 Summary
First generation IDSs depended on a centralised approach, where a single host was
responsible for monitor and analysis operations. This designed suffered from a severe
drawback that surfaced when the central station came under attack from intruders. This
destabilised the system and brought the whole IDS down. Researchers worked on improving
this flaw by devising hierarchically structured systems that eliminated the need for a central
host that could be compromised. Data processed from hosts passes through several higher
layers until it reaches the topmost authorities that determine the level of threat and make
countermeasure decisions when needed. More problems arose with these present systems,
mainly lack of efficiency and burdensome maintenance.
A considerable replacement for client/server scenarios that require heavy data exchange between hosts is the use of mobile agents, where the required process migrates to the point closest to the data it requires, and performs its tasks locally. Depending on the situation, a mobile agent can be trained (with intelligence for example) and assigned a mission, which it will accomplish at its own autonomy and return with a report of its findings. Mobile agents provide numerous advantages over the client/server approach, including conservation of valuable bandwidth by reducing network load.

Introducing mobile agents to the field of IDSs is an innovative proposal, which according to researchers can solve stringent shortcomings, such as reliability. Most recently proposed IDS projects share a common design blueprint, where the system is hierarchical. Clever designs incorporated a certain level of security vertically to preserve system integrity and prevent tampering. The general structure consists of low level static agents that collect information and report to a higher level entity (AAfID). In other designs, the topmost authority is informed, which in turn takes appropriate action (De Queiroz et al.). Mobile agents have been utilised in some systems, responsible for traversing the network and picking up information from collector agents (Helmer et al.). Some proposals only concentrated on outlining tracing techniques, whilst others focused on creating diverse neighbourhoods of hosts that frequently exchanged updates to trap and disable intruders.
4 Requirements Analysis and Design

4.1 Introduction
The main aim of this project was to create a prototypical IDS that would tackle one of the problems that arise in almost all computer networked environments. The leakage of malicious software such as trojans and worms could prove devastating to such an environment if not countered by strict mechanisms.

This Section first defines the overall system requirements and then delves into the details of each of DIMA’s components.

4.2 System Component Definition: Overall System Requirements
The proposed host-based system, named DIMA, consists of three components: static agent, mobile agent, and host. All three are described below.

The first component is the static agent (named FileMon, short for File Monitor) that resides on every machine in the virtual laboratory. This is an agent that acts as a server whose responsibility is to make note of any unusual file appearances within certain vulnerable system folders and report them to authoritative entities. Once started up, it reverts to a standby mode, where it monitors the host’s file system in the background. The result of the monitoring process is a compiled list of files that have recently been created on the host machine. Upon arrival of an authoritative entity, FileMon reports this list and awaits advice on how to deal with each reported file individually.

The second portion of the system proposed is the authoritative entity mentioned above, the mobile agent (named MalDes, short for Mal-ware Destructor, used interchangeably with the term ‘authoritative entity’), which acts as a client to FileMon. This agent has built in intelligence in order to correctly identify and combat certain intrusions caused by mal-ware (viruses, worms, trojans and spy-ware). This agent is allocated a list of local hosts to visit (an itinerary or agenda – used interchangeably) and is dispatched from the system administrator’s machine (the investigator). It iterates through the list given, migrating to each host and performing a predetermined set of maintenance tasks. MalDes’ intelligence is used to advise FileMon on how to remove malicious files and ignore what is known to be innocuous.

The third component is the host, which is the protected machine where the preceding two components run and all inter-agent communication transactions take place.
4.3 FileMon Requirements and Design

4.3.1 Introduction

FileMon has several roles that contribute to helping tackle potential intrusions perpetrated by mal-ware. Being located at the target machine to be monitored, it is considered the closest it can get to the local viral playground. This agent must have administrator’s credentials in order to be able to have direct and unconditional access to the machine’s file system and registry. FileMon’s roles will be outlined next, along with sample natural language pseudo code demonstrating how they would be carried out.
4.3.2 Static Agent Requirements

Main Requirements
The core requirement of this program is the capability of monitoring the host system for any newly created files in a specific group of folders. If any file matches the set criteria, file information is collected and used to build a list of suspects. The agent also binds itself to a specific TCP port and listens for incoming connections from anticipated clients. This procedure is called opening a socket. Once a socket is opened, external authoritative entities will need to exchange messages with FileMon, which consequently reports the suspect list it has built. Message exchange implies the need for a custom communication protocol. This protocol is required to include commands relevant to all parties in the conversation, including FileMon, allowing them to express themselves adequately, to reach the required solution. During communication, exchanged messages as well as executed actions are required to be logged. This should be provided in the form of onscreen feedback to the investigator. After a communication session ends, FileMon must have the ability to execute any advice given by MalDes.

Programming Requirements
Finding the most suitable programming language and development environment for FileMon is an important decision that takes into account several factors. Among these factors are rapid development capability, performance, third party component availability, and executable robustness.

Therefore, numerous programming options have been identified, including Visual Basic, and Borland Delphi. The most appropriate development environment will be justified in Section 4.6.

4.3.3 Static Agent Design

File Modification Monitor
Of the first roles FileMon performs is being a file modification monitor, keeping an eye out to any additions or changes to executable files in specific system directories. This very much works like a mouse trap, catching anything that treads across its path. The agent is set to guard a specific set of folders, and any executable that is created or modified within those folders gets noted in a suspect list. This consequently implies that the population of this list may not necessarily suggest the prevalence of malicious files, and may indeed contain false positives. Since the size of this list may grow over a period of time - depending on user and system activity – the contents of this list must be filtered frequently to completely purge the system of any hostilities. This is where MalDes plays its role by informing FileMon of which files are infected and helping it remove these infections.
The pseudo code for this function would be as follows:

```
Set folder to be monitored as the Windows System folder
Enable the monitor

If a file has been created in this folder and extension is .exe
   Add file to suspect list and note its parent folder
Endif
```

Network Communication

As previously mentioned, FileMon, which sits on its monitored machine, needs to communicate with MalDes once it arrives. This is done on a local host basis. Since FileMon contains a server that opens TCP port 2005 upon starting up and binds itself to the local IP address, it listens for any incoming messages from roaming MalDes agents that may visit. In turn, mobile agents that arrive at the host’s machine attempt to establish a connection on the local host address. FileMon understands a protocol that is spoken by MalDes, allowing it to state if it has noticed any changes through its file monitor. Upon arrival of a MalDes agent, it initiates the conversation by asking FileMon if it has noticed any file alterations recently. FileMon responds to its client, the newly arrived MalDes agent, depending on its situation. In the event of the existence of possible suspects, the client/server conversation continues until FileMon is informed how to deal with each individual file’s case. MalDes will stay on the host machine, until all files have been remedied. The pseudo code for this role is shown below:

```
Set TCP server port to 2005
Activate TCP server

If mobile agent arrives
   Respond according to defined protocol
Endif

If mobile agent has finished and has left
   Do cleanup process
Endif
```
Agent-to-Agent Protocol

Communication between the static and mobile agents is built on a simple protocol that allows FileMon to report suspects to MalDes, and for the latter to respond with each suspect’s possible remedy (process of removal) in a format understood by both parties. A demonstration of a typical agent-to-agent conversation is shown below as a pseudo protocol in Table 4.1.

<table>
<thead>
<tr>
<th>Mobile/Static Agent Conversation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Agent</strong></td>
</tr>
<tr>
<td>Mobile Agent (M)</td>
</tr>
<tr>
<td>Static Agent (S)</td>
</tr>
<tr>
<td>M</td>
</tr>
<tr>
<td>S</td>
</tr>
<tr>
<td>M</td>
</tr>
<tr>
<td>S</td>
</tr>
<tr>
<td>M</td>
</tr>
<tr>
<td>M</td>
</tr>
<tr>
<td>S</td>
</tr>
<tr>
<td>M</td>
</tr>
<tr>
<td>S</td>
</tr>
<tr>
<td>M</td>
</tr>
<tr>
<td>S</td>
</tr>
<tr>
<td>M</td>
</tr>
<tr>
<td>S</td>
</tr>
<tr>
<td>M</td>
</tr>
</tbody>
</table>

Table 4.1
A Typical Inter-agent Conversation

The protocol shown above may at first seem quite verbose with regard to the conversation overhead before a solution is negotiated. If it were to be transformed into a proper protocol to be applied, almost a handful of messages are exchanged prior to MalDes getting to the point.
The reason this approach was used was to simplify the task of programming agent-to-agent interaction, by separating the conversation into several commands, in order for each program to prepare for the next step. In the event of no files being noted by FileMon, it simply responds by stating that its suspect list is empty, giving MalDes permission to leave.

Local Administrative Functions

It was outlined in the introduction to FileMon that it must have administrator’s credentials. At the end of a successful agent-to-agent conversation, once FileMon receives its required remedies, it needs to apply what it has been told. Suppose FileMon was started on a machine where a restricted user was logged on. To perform remedial routines - such as deleting a file - it would be of no use if the program was greeted by an ‘access denied’ exclamation from the operating system. For that reason, the user that is responsible for running FileMon must have administrative rights.

There are three individual operations that FileMon is capable of executing:

- **File deletion**: to delete a file from anywhere on the local machine’s file system.
- **Ending tasks**: to kill a program – ending all instances of its process
- **Registry entry removal**: to remove a program’s entry from the operating system registry. This entry could be used to launch the program every session.

The pseudo code for these operations would be as follows:

```plaintext
Get remedy advice from mobile agent

If remedy exists for file
  Kill file process
  Delete file
  Delete registry entry for file
Endif

If no remedy exists for file
  Ignore file
  Remove file from suspect list
  Display feedback saying file is harmless
Endif
```

Remedy Application

In DIMA, mobile agents send remedies to their static counterparts in the form of remedy packages. A remedy package is simply a string of key bits of information relevant to the removal process of the infection (see Figure 4.2).
This includes the file’s *human name*, such as ‘Sasser worm’, the process image name, such as ‘msprc.exe’, and the registry key and corresponding entry that corresponds to the file, allowing it to start automatically when the operating system loads at every session.

![Diagram of Remedy Package Structure]

**Figure 4.2**
*Remedy Package Structure*

In the two way conversation, requesting a remedy for a file results in MalDes sending back a single reply that contains the comprehensive remedy package. Whether or not the remedy is actively applied is up to FileMon, not the MalDes agent. In the event of the file being harmless, MalDes will simply state that it has no remedy available for the file being reported. The pseudo code for remedy application would be as follows:

```
Get remedy package from mobile agent
Parse remedy package
Extract contents of remedy package.
```

The pseudo code continuation is shown in the preceding *Local Administrative Functions* subsection.
User Interface Design

Based on FileMon’s requirements that were listed in Section 4.3.2, the following prototypical user interface was proposed:

**Main Window**

![FileMon Screenshot](image)

**Figure 4.4: FileMon Screenshot**
FileMon has one main window where several pieces of information are displayed. This information is categorised as follows (according to the preceding Figure 4.4):

- Any communication made through the TCP socket is displayed in the log.
- Files that have been noted as possible suspects are added to the suspect list, along with their corresponding path. A timestamp is also included with the suspect, and the file’s status stays blank until MalDes updates FileMon on whether this file is harmless or infected.

**Settings Window**

The settings window is accessible through the menu system (Tools | Settings).

![Settings Window Screenshot](image)

For flexibility purposes, a port change option was incorporated into FileMon, to alleviate conflicts with other network applications and firewalls. The default FileMon server port is 2005.

Upon the receipt of a remedy from MalDes, information is extracted and distributed among three lists:

- **Process names:** all processes in this list are terminated.
- **File names:** all files in this list are destroyed.
- **Registry entries:** all values in this list are removed from the registry.

Once all remedies have been received, the three remedy lists will have been populated. The action buttons execute the required actions on the contents of their corresponding lists:

- **Kill process:** terminates all processes in the process names list.
- **Delete File:** deletes all files in file names list.
- **Clean Registry:** removes all values in the registry entries list.
4.4 MalDes Requirements and Design

4.4.1 Introduction
MalDes is the core component of DIMA. With its ability to actively migrate to predefined hosts, it ensures that these monitored machines are kept free of infections by utilising its intelligence to instruct each FileMon process on how to react to problematic file appearances. MalDes’ roles will be described next, including sample pseudo code.

4.4.2 Mobile Agent Requirements

Main Requirements
Fed with a list of target hosts to monitor, the agent sets out on its journey to seek out malicious files and eradicate them. A unified protocol is used for communication between the static and mobile agents. The nature of the conversation between the two programs is interrogatory at first, and then informative. FileMon uses MalDes’ experience to identify and remove any files that are considered dangerous to the overall health of the host.

MalDes is required to have the ability to migrate to any hosts it is allocated, provided that these hosts are reachable network-wise. Any unexpected communication errors (such as subnet invalidity) must be handled gracefully. The agent is responsible for determining its own agenda, which makes it autonomous in many aspects.

Programming Requirements
An important note on mobile agents is that they cannot be directly executed on an operating system like Microsoft Windows. In fact, they run on special software execution environments (mobile agent platforms). This platform software must normally be installed and configured on a Windows system before mobile agents can be run on it. Several platforms exist for Windows, such as Grasshopper and IBM Aglets Software Development Kit (ASDK). The most suitable platform will be chosen in Section 4.6.

4.4.3 Mobile Agent Design

Multi-host Migration Ability
Being a mobile agent requires the ability to relocate often. The design of the MalDes portion of DIMA, along with the powerful underlying Grasshopper Mobile Agent Environment accomplishes this required mobility. Invoked from its launch pad (the investigator's machine, also called base), MalDes can be given an agenda, and it will comply accordingly by paying visits to as many hosts as needed. An internal tracking system (built into the agent) is used to keep a checklist of the hosts that have already been visited, and to determine where to go next.
After the checklist has been iterated through, it will return to its launch pad. The pseudo code for this characteristic is shown below:

```
Get list of hosts to migrate to
Initialise total_hosts to zero
Process list and set total_hosts to number of items in list

Initialise current_host to zero
Determine next host address using current_host as index to the list

Do While current_host is less than or equal to total_hosts
    Migrate to host
    Contact FileMon
    Carry out remedial maintenance
    Close connection with FileMon
    Increment current_host
    Determine next host address
EndDo
```

**Active Intelligence**

When interrogating FileMon, this agent must be able to determine – on the fly – whether the file reported as a suspect is indeed dangerous to its host, or whether it was a false alarm. To be capable of fairly convicting a reported suspect, a quick but precise comparison must be made. The file’s identity (file name) is searched within a list of criminal process names (signatures). If this search yields a match, then the agent looks up the corresponding remedy method and sends it to FileMon. Below is an example of how these signatures would look like:

```
| Process name: | msblast.exe |
| Human name:   | Blaster Worm |
| Registry Value: | HKEY_LOCAL_MACHINE\...\Run\Blaster |
```

**Sample infection signature**

**Protocol Compliance**

Since FileMon understands the aforementioned protocol, MalDes must speak the same language. Therefore the pair complement each other and know what to next expect in the spoken conversation in the same manner as completing a jigsaw puzzle.

**System Status Report Generation**

DIMA would be incomplete if no type of reporting mechanism was put in place. Sitting from a remote location, the investigator would dispatch a MalDes agent, assigning it a checklist of hosts.
The agent would traverse the network, stopping at certain hosts to conduct its interrogations and give remedial advice. Once the checklist has been successfully completed, the agent returns home, to its launch pad. If no report generation mechanism were in place, the investigator would have no clue of whether the agent had encountered any problems along its journey, which hosts were infected, and which were unharmed. For that reason, a log – similar to a field trip diary – is kept and updated each time the agent completes work at one of its assigned hosts. This means that once it returns to its launch pad, MalDes will remember in detail what had been encountered during its round trip. With the reporting mechanism in place, the status of each of the machines visited is displayed, along with the human names of any infections found. A sample is shown below:

<table>
<thead>
<tr>
<th>Machine</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>“accounts-server”</td>
<td>“accounts-server” is infected with the Blaster worm.</td>
</tr>
<tr>
<td>“accounts-client-1”</td>
<td>“accounts-client-1” is infected with the Pro-Rat trojan.</td>
</tr>
<tr>
<td>“proxy-1”</td>
<td>“proxy-1” has no problems.</td>
</tr>
</tbody>
</table>

Sample generated report, listing machine names and any infections found.

The pseudo code for report generate would not differ much from that of ‘Multi-host Migration Ability’ except for what is shown in bold. See below:

```plaintext
Get list of hosts to migrate to
Initialise total_hosts to zero
**Reset reports to blank**
Process list and set total_hosts to number of items in list

Initialise current_host to zero
Determine next host address using current_host as index to the list

Do While current_host is less than or equal to total_hosts
    Migrate to host
    Contact FileMon
    Carry out remedial maintenance
    Close connection with FileMon
    **Generate report on this host**
    Increment current_host
    Determine next host address
EndDo
```

Failsafe Design
Due to the nature of some operating systems, and possibly the underlying computer networks, inconsistencies may arise from time to time. To demonstrate, assume a mobile agent was assigned to a group of computers, linked by a switch.
One of the group’s members IP address or subnet mask may be modified (mistakenly or intentionally), isolating it from the rest of the group. This would naturally prevent the agent from reaching the isolated host. In a similar situation, network connections may go down temporarily, preventing the agent from reaching a host at the other side of the switch. The default reaction to these contingencies would be to halt code execution and exclaim an error. These situations require the agent to stay robust and improvise. For that reason, the agent must be able to skip a host if it cannot reach it and continue with the rest of its checklist. Additionally, any destinations that were skipped need to be reported to the investigator as well. The pseudo code for this feature is as follows:

```
If cannot contact next host
    Mark this host as unreachable
    Increment current_host
    Migrate to next host
Endif
```

![Image of Mobile Agent Roles](image)

**Figure 4.6**

*Mobile Agent Roles*
4.5 Analytical Experiment Design

4.5.1 Aims of Experiments

Now that the overall design of DIMA has been described, a set of experiments need to be devised and carried out on the system to prove and test its functionality. The basic aim of these experiments is to test DIMA’s performance in different situations. Without these experiments, it would not be possible to evaluate the design of the project. Naturally, discovery of design issues and inconsistencies is a by-product of these tests. Below is an outline of the experiments that will be conducted:

4.5.2 Experiment Construction

For the following experiments, the mobile agent environment needs to be installed correctly and it must be ensured that a copy of FileMon is operational on each host to be visited.

Return Trip Timer

This experiment will attempt to measure the amount of time an agent takes to migrate to a different number of hosts (each visit is called a hop) and return to its launch pad on a local area network. It will be assigned a different number of hosts for each test, and will calculate how long it takes to migrate to all allocated hosts and return successfully to its origin. The timer functionality will be built into the agent, so no external tools will be required for this experiment. The agent will be tested 4 times, according to the following table:

<table>
<thead>
<tr>
<th>Test ID</th>
<th>Number of Hops</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1</td>
</tr>
<tr>
<td>B</td>
<td>2</td>
</tr>
<tr>
<td>C</td>
<td>4</td>
</tr>
<tr>
<td>D</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 4.2

Return Trip Timer Tests

Host Performance Timer

For this series of tests, the number of hops will be kept the same. Two groups of hosts will be organised. The first group shall consist of four computers of the same hardware specification (Pentium 4 2.8 GHz machines with 512MB RAM), to be called the superior group. The second group shall consist of the same number of computers, except their hardware specifications shall be relatively lower than the first group (Early Pentium processors with a maximum of 128MB RAM), to be called the inferior group. A return trip test shall be conducted on both groups of machines, and the amount of time taken shall be compared. The timer functionality will be built into the agent, so no external tools will be required for this experiment.

Agent Size Measurement

As mentioned in Section 4.4.3 (System Status Report Generation) as more hosts are visited, more data is stored in the agent. This leads to assume that agent size increases as more hops are made. This test shall attempt to prove that assumption. An external tool called Ethereal is required for this experiment. Ethereal is an open source network protocol analyzer. It allows precise location of the packets that are exchanged between hosts to achieve agent migration.
Once these packets are pointed out, it is possible to manually calculate the size of the data being sent (the actual agent itself).

**Internet Return Trip Timer**

This experiment very much resembles the Return Trip Timer series of tests, except that it is conducted over the Internet. A mobile agent will be assigned a host to visit that resides on another network. This would require the agent to traverse through the Internet in order to reach its destination, and return back to its launch pad.

### 4.6 Summary

To conclude this phase of the project, the design foundations can be outlined as a series of blueprints. FileMon, with its administrative credentials, has been assigned multiple tasks which it is to execute autonomously without the interference of any external entities. These tasks are considered pertinent to its overall purpose and functionality, and can be divided into various categories. The file modification monitor is responsible for eavesdropping on certain Windows API calls to detect whenever executable files are created or modified. By keeping record of these files, FileMon files a report on each file and requests advice from the visiting mobile agent. The program’s local administrative methods allow it – with the help of mobile agent intelligence – to carry out remedial chores to rid its host of any known malware, leaving these infectious files at a colossal disadvantage. For FileMon application development, Borland Delphi has been chosen due to its excellent integration with the operating system and readily available third party software components. Even though the key strength of FileMon is its ability to cripple malware and hinder its propagation, its prime weakness lies in it being a process itself, vulnerable to termination at any time, spontaneously.

On the other hand, MalDes, equipped with infection signatures, roams the network visiting hosts and interrogating FileMon processes therein. It is capable of communicating with FileMon processes through a unified protocol, and can make instantaneous decisions on the criminal status of the files in question, defeating malware presence. For mobile agent development, both Grasshopper and IBM ASDK were found to support Object Management Group’s Mobile Agent System Interoperability Facility (OMG MASIF) standard. Taking a closer look, Covaci (1998) states that Grasshopper is the first MASIF compliant mobile agent platform, as it has built the basis for several agent-related European research projects. In addition, in-depth documentation is available, which serves as a great help in building a strong foundation in mobile agent development on this particular platform. For the aforementioned reasons, Grasshopper has been picked as the mobile agent platform of choice.
The mobile agent approach can prove tremendously convenient, especially to system administrators but comes bundled with a drawback that can be spotted immediately. If the agent platform software is disabled or shut down on a particular host, this would prevent mobile agents from migrating to and from that host, posing a threat to its security. This threatening problem can be eliminated by ensuring all software run in the hidden in the background and are started as system services if possible (granting them higher credentials than administrators and thwarting mischievous user attempts to hamper the system’s smooth operation).

**Figure 4.7 Agent Interaction**
Mal-ware detection and immunisation system using mobile agents
5 Implementation

5.1 Introduction
This Section describes the phase of the project in which DIMA was implemented and tested. An introduction is given to the mobile agent development environment from a programming perspective, followed by the static and mobile agent implementation processes.

5.2 Grasshopper Programming Briefing
Since agents are not standalone programs, but instead Java classes, they must run on a specialised platform – Grasshopper, allowing support of running and maintaining agents. It must be noted that in order to enable agents to run on a set of hosts, Grasshopper and the Java Runtime Environment must be correctly installed on each machine where an agent may run. Grasshopper takes care of inter-host communication that involves agent migration from between hosts. In addition to standard Java code support, Grasshopper-specific functions exist in the form of a special Application Programmer’s Interface (API).

In a typical situation, the Grasshopper GUI would be running on a host and would declare an agency. Agencies must be named to differentiate between them. Agents can move around hosts by knowing the names of the different available agencies.

To allow agent identification, agents must be given human names. In addition, a unique agent identifier is automatically generated by running agency during the creation of an agent. From a general perspective, as previously stated, a Grasshopper agent is implemented by means of a Java class or a set of classes. Each agent has one agent class which characterises the agent and which must be derived from one of the predefined super-classes. Several super-classes exist, including mobile-agent and stationary-agent. Due to the nature of this project, with the involvement of mobile agents, the mobile-agent class shall be adopted. (IKV [B], 1999).

Through its super-class, each Grasshopper agent has access to the following methods (IKV [B], 1999):

- **action( ):** This method is automatically invoked by the agency if a user performs a double-click on the corresponding agent entry in the agency GUI.

- **getInfo( ):** This method returns a set of information that is associated with the agent. Among others, this set of information comprises the agent’s identifier, type, and name.
- **getName( )**: This method returns the name of the agent. In contrast to the unique agent identifier which is automatically generated by an agency during the creation of an agent, the name can be specified by the agent programmer during the implementation phase or by the user when creating the agent, provided that this is supported by the agent implementation.

- **init( )**: This method is automatically called by the hosting agency when an agent is created. It offers the possibility to provide creation arguments to the agent.

- **live( )**: This is the core method of each Grasshopper agent, since its implementation realises the agent’s active, autonomous behaviour.

- **log( )**: Allows an agent to print textual messages onto the text console of the local agency.

- **move( )**: With this method, an agent is able to migrate to another agency.

### 5.3 Implementation Details: FileMon

The development phase of FileMon was divided into several segments, to ease implementation. The local administrative functions were tackled first, followed by the network connectivity and the protocol compliance segment. Finally, the remedy application portion was implemented. Details of each of these stages of development are elucidated below.

#### 5.3.1 File Modification Monitor

In order for the program to detect any recently created files, specific Windows API calls must be referenced. A third party component written by Shevin (2000) provided this functionality. It allows the appropriate Windows events to be captured when a new file is created and hence acts as a wrapper to the Windows API calls needed to implement the file modification monitor. By default, the component monitors all folders on the machine it’s running on, including removable drives. Since the project requirements indicate the need to monitor a specific folder on the host machine, the program needs to be adapted to filter the captured events and only log the files that were created in that folder.

The two most important events required are `ChangeNotify` and `UpdateDir`, both triggered when any new file is created in the monitored folder.

The events `ChangeNotifyRenameItem`, and `ChangeNotifyCreate` are triggered when a new file is created in the monitored folder and are hence handled by their corresponding procedures. These procedures subsequently call the main procedure `ScanForChanges` to detect whether the file mentioned fits the criteria or not. The criteria set ensures that the file extension is of type ‘exe’ and that it has been created in the folder that the component has been told to monitor.
The ScanForChanges procedure takes one parameter which specifies the full file name of the file captured by the monitor events. This procedure extracts the file's parent folder and determines if it matches the folder it has been instructed to monitor. If the folders differ, the file is ignored, since it has been created in a different folder. If the folder's indeed match, execution continues. The next step is to check the file’s extension. Only files of type ‘exe’ are considered. When a file matches the criteria set - by being a child of the monitored folder and being an executable - it is stripped of its path and added to the suspect list, along with the current time and date, and folder name mentioned separately. At this point, the file monitor has completed its role.

5.3.2 Network Communication
At the heart of FileMon’s communication is the TServerSocket component that comes standard with Borland Delphi.
This non-visual component gives applications networking functionality by establishing a network socket on the host machine. Incorporating this component into one of the project’s forms instantly grants it network connectivity. The following code snippet and screenshots demonstrate a sample program that acts as a server that listens on port 2005.

By running the network server program and starting a telnet session on port 2005, it is possible to communicate with the program and witness the TServerSocket’s functionality. From the command console, by typing:

```
telnet localhost 2005
```

Telnet connects to the server program on the specified port (2005). Once connected, typing text into the console will be reflected in the server Memo component. This is shown below:

The sample network server demonstrated in Figure 5.2 enables a program to open a socket on a certain port and listen for incoming connections from clients.

Returning back to FileMon program, implementing network connectivity can be achieved by using the same source code as the aforementioned sample, creating a built in network server. This code is shown below:
The TServerSocket is activated upon creation on the program’s main form, and starts listening for incoming connections. The event `ClientRead` is triggered when text is received from the client. The program adds received text to the memo’s contents, creating a log of the conversation.

At this point, two issues can be observed. Firstly, the conversation is one way only, from the client towards the server (being FileMon). This is not a major issue, since the server has not been programmed to process what the client sends and subsequently reply back. Secondly and more importantly, receiving text and adding it to a pre-existing stack is not of much use to the server. Understandably, this text is meant to represent commands, embedded in the text that is sent to the server. Therefore, it would be a wise decision to devise a template of commands and teach the client and server how to speak the protocol, over which the commands can be exchanged. In addition, in order to alleviate confusion between commands, there must be a method to be used to delineate between individual commands. This can be realised by using artificial terminators, to mark the end of a command when sent by a client. In turn, the server recognises these terminators, and processes the commands individually. A sample command is shown below:

| Client: | Do you have any suspect files? |

In the command above, a question mark was used as a terminator to the command (which is in this case, a question). According to the Network Virtual Terminal (NVT) interpretation of US-ASCII control characters, it was noted that the terminator universally in use was the *carriage return, line feed* (CRLF) control character (Tabor, 1995). Therefore, the same control character will be used as a terminator in accordance to the NVT standard. Thus, the server will store all received text from the client in a buffer variable, to construct the full command, until it encounters CRLF, where it would stop accumulating text and process the command adequately.

### 5.3.3 Protocol Integration

As mentioned in Section 4, inter-agent communication occurs via a common protocol. This protocol consists of numerous commands that are described in the table below. Every time a command is sent, it is either initiated from MalDes or FileMon. The sender associated with the command is also shown.
Table 5.1: Protocol Commands

<table>
<thead>
<tr>
<th>Command</th>
<th>Sender</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANY SUSPECTS?</td>
<td>MalDes</td>
<td>Asks static agent to check if it has detected any suspects</td>
</tr>
<tr>
<td>POSITIVE</td>
<td>FileMon</td>
<td>Positive response stating that one or more suspects have been detected</td>
</tr>
<tr>
<td>NEGATIVE</td>
<td>FileMon</td>
<td>Negative response stating that no suspects have been detected</td>
</tr>
<tr>
<td>NUMBER SUSPECTS</td>
<td>MalDes</td>
<td>Asks static agent to indicate the total number of suspects detected</td>
</tr>
<tr>
<td>RESPONSE NUMBER X</td>
<td>FileMon</td>
<td>Response sent to NUMBER SUSPECTS query, where X represents the total number of suspects detected</td>
</tr>
<tr>
<td>LIST SUSPECTS</td>
<td>MalDes</td>
<td>Asks FileMon to present a list of the names of the files it has to report</td>
</tr>
<tr>
<td>SUSPECTFILE filename</td>
<td>FileMon</td>
<td>Reports the suspect to MalDes, where filename is the suspects actual file name</td>
</tr>
<tr>
<td>NEXT SUSPECT</td>
<td>MalDes</td>
<td>Confirms receipt of previous file name and asks FileMon for next file in suspect list</td>
</tr>
<tr>
<td>NO MORE SUSPECTS</td>
<td>FileMon</td>
<td>States to MalDes that there are no more suspects to report</td>
</tr>
<tr>
<td>REMEDY</td>
<td>MalDes</td>
<td>Comprehensive string of text containing the suspect's file and human name, along with its corresponding registry values involved with the suspect's start-up procedure</td>
</tr>
<tr>
<td>NO REMEDY FOUND</td>
<td>MalDes</td>
<td>Indicates to FileMon that the file reported is not known to be harmful and may therefore be safely ignored</td>
</tr>
<tr>
<td>REMEDY RECEIVED</td>
<td>FileMon</td>
<td>Acknowledgment of receipt of previously sent remedy</td>
</tr>
<tr>
<td>QUIT</td>
<td>MalDes</td>
<td>Indicates that MalDes wishes to terminate the connection</td>
</tr>
</tbody>
</table>

Protocol Processor

As mentioned in Section 5.3.2, the ClientRead event is triggered every time data arrives at FileMon's associated port. This data (in the form of text) goes through several layers of processing to allow the program to adequately decide on how to react. A major portion of the ClientRead code is shown in Code Extract 5.3.

The first step is to capture the received text, which is placed in a global variable that retains its contents throughout the connection's lifecycle.

Due to the nature of TCP/IP, text that is sent between the two agents does not arrive at its destination in one go, but may well be pushed in two or possibly more batches. This requires that the global variable, named Received, stacks all received input in an accumulative fashion. This gives a complete picture of all received data. Each time a batch of data is received, the program scans the text for well-known termination characters (previously defined as terminators), such as CRLF. An additional terminator is also defined, which is the forward slash character (/).
This is used for the sole purpose of communicating with FileMon via a manually-initiated telnet session when testing the program during its development stage (since using the enter key generates a carriage return character instead of a full CRLF. Once a terminator is detected, the Received variable copies itself to a new string called Command, and then clears itself. At this point, Command contains the previously received text up until the terminator was detected (essentially representing the command that has been received). As a precaution, all received text is automatically converted into uppercase to ease comparison against pre-defined (uppercase) command templates, which are mentioned shortly.

Once the received command has been established, the program can compare it against a list of know command templates, listed in Table 5.1 above. These commands are sent by MalDes and intended solely for FileMon. If a match is found, the corresponding code is executed. Otherwise, the command is ignored until the next command is received. A detailed description of the command templates is presented next.

**Command: ANY SUSPECTS**

Receiving an ANY SUSPECTS command provokes the program to check whether or not it has detected any suspects. Since the suspects are held in their associated list, checking whether the Count function of the Items property is greater than nil verifies whether any suspects have been detected, in which case a POSITIVE response would be sent back. If no suspects have been found, the program would respond with a NEGATIVE command.

**Command: NUMBER OF SUSPECTS**

When a NUMBER OF SUSPECTS command is received, FileMon must determine the number of suspects that have been detected during the program's lifetime. As mentioned above, these are held in the suspect list, and calling the Count function of the Items property yields this number. This number is sent through the socket back to MalDes in the form of a RESPONSE NUMBER command template.

**Command: LIST SUSPECTS or NEXT SUSPECT**

This command requires the program to iterate through its suspect list to report each file detected, which keeps track of how many files have been mentioned so far. Each suspect is reported individually in the format of the command SUSPECT filename. MalDes sends the appropriate response back and asks for more suspects, to which the program would repeat the suspect reporting procedure. Once the number of reported files is equivalent to the number of files in the suspect list, then it can be assumed that all suspects have been reported, and the program responds with a NO MORE SUSPECTS command.

**Command: REMEDY**

After a suspect is reported by FileMon, MalDes processes the file name and immediately responds with either a REMEDY (called a remedy response). For more details on the format of the remedy response, see Table 5.1 (Command Templates). Remedy responses must be acknowledged by the program by sending a REMEDY RECEIVED command.

**Command: NO REMEDY FOUND**

In the event that no remedy exists for the reported suspect, a NO REMEDY FOUND string is sent to FileMon, which must also acknowledge this response in a manner identical to that of which if a proper remedy had been received.
procedure TFormMain.ServerSocket1ClientRead(Sender: TObject; 
Socket: TCustomWinSocket); 
Var Command, Temp: String; // Local temporary variable 
index: Integer; 
begin 
Received:=Received + socket.ReceiveText; 
If ((Received[length(Received)] = #10) or (Received[length(Received)] = ':'/')) then 
Begin 
// Convert to uppercase 
Received:=Uppercase(Received); 
Log('Agent: ' + Received); 

// Fill command buffer, clear received for next arrival of data. 
Command:=Received; 
Received:=''; 

// Delete \n (#10) from command to process the following statements 
Delete(Command, Length(Command),1); 

// If this is initial MA contact, respond with positive or negative 
If Command = ANY_SUSPECTS then 
Begin 
// Calculate number of suspects and store in global integer 
NumFilesRecorded:=ListViewFiles.Items.Count; 
// RESPOND WITH + OR - 
If NumFilesRecorded=0 then 
Begin 
ServerSocket1.Socket.Connections[0].SendText('NEGATIVE' + CRLF); 
Log('Server: NEGATIVE'); 
End; 

If NumFilesRecorded>0 then 
Begin 
ServerSocket1.Socket.Connections[0].SendText('POSITIVE' + CRLF); 
Log('Server: POSITIVE'); 
End; 
End; 
End; 

Code Extract 5.3: ClientRead Procedure

5.3.4 Local Administrative Functions

An essential role of FileMon is the ability to execute remedies received by MalDes. This role 
can be split into three functions, described below.

Process Termination

This function takes a file image name as an argument and consequently kills all 
corresponding processes matching the file name. It makes reference to the Windows API call 
named TerminateProcess and returns (1) if successful or (0) if it fails.

File Deletion

Being the most straightforward function, file deletion takes a single argument pointing to the 
name of the file, and commences the deletion process by calling the DeleteFile Delphi 
function.
Registry Value Removal
A preliminary routine is executed before this function starts, where the given argument is segmented into the parent registry key and the actual value name. To extract the key name, all characters are copied from the argument string up until the final backslash character. The remainder of the string represents the value name. These two portions are used to locate the corresponding registry key and value and to remove it from the system registry. This function uses the `DeleteValue` method included in the `TRegistry` Delphi library.

5.3.5 Remedy Application
Upon receipt of a remedy string from MalDes, it must be broken down into several components in order for FileMon to be able to make use of it. The remedy string (remedy package) is made up of a set of substrings, each separated by a pipe delineation character (|). A sample remedy is shown below.

```plaintext
REMEDY|SASSER WORM|MSNULL32.EXE|HKEY LOCAL MACHINE|Worms\Sasser
```

To extract the remedy packages contents, the program must first detect the number of pipe delimiters contained within the string. Once this is determined, a loop is started to locate each element in the package and add it to an `infection data array`. Once this is complete, a second routine is initiated which filters the arrays contents among three different remedy lists. These lists individually correspond to the names of processes to terminate, files to delete, and registry values to remove.

5.4 Implementation Details: Mobile Agent
As with FileMon, the MalDes implementation phase was also segmented into several roles. The agent's effective decision-making was a result of intelligence built into the code, as well as dynamic calculation of which hosts to visit and efficient network communication in compliance to a unified protocol.

5.4.1 Built-in Intelligence
MalDes is designed to be equipped with the information necessary to allow it to take swift decisions on the scene. The version implemented, being prototypical, includes a few signatures relating to different infections. This information details the infections' metadata, including the file names and registry values. These signatures are an inseparable part of MalDes, and are carried around with it as it travels from host to host. The agent refers to this information when invoked to investigate whether or not a suspicious file is infected. This is done by dynamically searching its signature array while interrogating a host. A sample signature is shown below:

```plaintext
String signatures[][] = {
    {"Blaster Worm", "msblast.exe", "HKEY_CURRENT_USER", "software\worms\blaster"}
};
```

Code Extract 5.4
Sample Mal-ware Signature
5.4.2 Itinerary Preparation

To make the system more flexible, MalDes can be given a list of destinations to visit in the form of a list in a text file called "hosts.txt". This file must follow a simplified format, where each line represents a Grasshopper agency address. When first executed, the agent will open the associated text file and convert its contents into an array called hosts, where each element represents a single line from the text file (hence pointing to a destination Grasshopper address). A sample text file is shown below.

| Socket://10.11.0.1:7000/Glasgow |
| Socket://10.11.0.2:7000/Aberdeen |
| Socket://10.11.0.3:7000/Edinburgh |
| Socket://10.11.0.4:7000/Fife |

Contents of Hosts.txt Text File

5.4.3 Network Connectivity

When MalDes arrives at its host, it expects FileMon to be active and ready to respond to its queries. This process is started by initiating a TCP socket on the local host IP address (127.0.0.1) on the FileMon server's associated port (2005). Once the socket is successfully opened, MalDes may freely communicate with FileMon until it decides to terminate the connection.

5.4.4 Protocol Integration

Command Templates

The protocol command templates for MalDes are identical to those of FileMon (see Table 5.1).

Protocol Processing

The first message that MalDes sends is an opening ANY SUSPECTS? query. As soon as this is dispatched, the agent enters a loop state where it will gather any messages received until it encounters a carriage return terminator (CR). Detection of this terminator provokes the agent code to treat the received text as a command and extract its contents. After the command is received, the agent looks it up against a list of known command templates, listed in the Table 5.1. If a match is found, then the agent can decide which code to execute next. If the command is unrecognised, it is ignored until the next command is received. A detailed description of MalDes’ command templates is presented below.

Command: NEGATIVE

Agent will disconnect from its current host connection and decide where to migrate the next according to its itinerary.

Command: POSITIVE

In this case, the agent will start the interrogation process by querying FileMon for the number of suspects it has noticed. This is accomplished by sending a NUMBER OF SUSPECTS command. It expects a reply consisting of a command template and a number, greater than zero.
Command: RESPONSE NUMBER X
Upon receipt of this command, MalDes will receive the total number of files that have been caught by FileMon on its host. This number is not used in the actual program code, but instead contributes to the deliberate eloquence of the communication protocol. Once this number arrives, the agent will ask FileMon to list its suspects by sending it a LIST SUSPECTS command.

Command: SUSPECT filename
As a direct response to being asked to list its suspects, FileMon will start to report the files it has detected in the form of SUSPECT file name. The file name is extracted from the message and MalDes attempts to locate the entry within its infection data array. If it does not find the file, it will send FileMon a NO REMEDY FOUND reply. On the other hand, if the search finds a match, MalDes instantly packages the remedy into a specially formatted message and dispatches it to FileMon. This reply is prefixed with the command REMEDY. A sample message is shown in Section 5.3.5.

Command: REMEDY RECEIVED
Once FileMon receives the previously dispatched remedy, it automatically responds with an acknowledgement message in the form of a REMEDY RECEIVED reply. This invokes MalDes to prompt FileMon for any more suspects by sending a NEXT SUSPECT command.

Command: QUIT
This command wraps up the interrogation process and causes MalDes to disconnect from its current host and decide where to migrate the next according to its itinerary.

5.4.5 Agent Lifecycle States
While initialising, MalDes takes a snapshot of the current system time on the host it has been summoned on and a list of hosts to visit is retrieved from the local file system.

During migration, MalDes must be able to distinguish how much of its itinerary it has accomplished. This involves keeping a record of the agent’s upcoming intentions before the migration process is invoked. A state variable is used to keep track of this piece of information. This variable’s value is checked upon every time MalDes lands at a new host, to determine what should be done next.

Prior to dispatch for the first time, the state variable is set to zero. The initial source code checks this variable and recognises that MalDes is currently at its origin and about to start iterating through its list of destinations. At this point, the agent prepares a list of host addresses that were loaded during initialisation. Also, a special array called reports is initialised (that initially starts off as blank), which will hold details of each individual host’s infection details. Once the itinerary is prepared, MalDes adjusts its state variable to the value of (1) and attempts to migrate to the first destination on its list

Upon arrival at its first host-under-investigation (HUI), the agent checks the value of the state variable - which migrated with the agent’s data luggage – and notes that it has been set to the value of (1). This invokes the agent to start its interrogative process with its local static agent counterpart. Once interrogation is completed, a report is compiled and stored in the reports array. The agent then ticks the current host off its itinerary and hops to the next destination on its list, while keeping the state variable set to (1).
The aforementioned process is repeated, as the agent visits host after host, until the agent discovers that the current host it has just arrived at is in fact the final destination. MalDes will, as is the case with other hosts, conduct its interrogation and set the state variable to (2). Since the itinerary has been completed, MalDes sets its next destination back to its origin and hops back to its launch pad.

Once back at its starting point, the state variable is checked one last time and noticed to be at the value of (2), indicating that the current host is indeed the origin. A second snapshot is taken of the system time. By comparing the first and second time snapshots, MalDes is able to declare how much time the journey took. The system time mentioned is not the same as well known human time, but instead retrieved from a Windows API call named \textit{GetTickCount} which returns the number of milliseconds that have lapsed since the operating system was last started. This system time used resembles human time in that it is ever-increasing. This time measurement method was used in early versions of MalDes, but was later replaced with the more portable \textit{System.currentTimeMillis} instead. MalDes’ function is concluded with report generation, which is conducted by sifting through the \textit{reports} array and stating which hosts were infected, and which were not, giving details of any infections that were encountered.

5.5 Analytical Experiment Implementation

Following the brief description of the experiments to be conducted in Section 4.5 (Experiment Design), the following section shall define the setup of the experiments, detailing how these experiments are to be carried out in a step-by-step fashion. Any program code used to assist in the experiment is shown, as well as any third party software required to complete the experiments.

5.5.1 Experiment 1: Return Trip Timer

Measuring the time it takes for an agent to complete its agenda and return home was accomplished by instructing it to take note the system time at two points during its journey. A snapshot of the system time is taken once when it is about to set off visiting its list of hosts, and again when it completes its checklist and returns back to base. These two measurements are subtracted from each other, giving the return trip time (RTT).
The RTT experiment does not require any extra software in order to be carried out. MalDes is loaded at the agency and it will automatically carry out the experiment as part of its duties. Upon return back to base, the RTT will be displayed.

As mentioned in Section 4.5, this experiment will be conducted four times, with a different number of hops varying from one to four. The aim of this experiment is to prove that MalDes takes longer to complete its journey as the number of hops increases.

5.5.2 Experiment 2: Host Performance Timer

This experiment does not require any third party tools. The aforementioned RTT test is conducted on two sets of computers (superior and inferior groups). Since this experiment is in fact a repetition of the RTT test, no additional code is required for it to be conducted. The basic aim of this experiment is to show how the trip times noticeably vary according to host hardware specifications.

5.5.3 Experiment 3: Agent Size Measurement

Slightly more complicated, this experiment requires a third party tool named Ethereal. By constricting the number of machines in the network laboratory (like disconnecting the Internet gateway), it is possible to isolate a group of machines from the outside world and scrupulously study the packets that are exchanged during communication. Throughout this experiment, the number of hosts is kept the same. Starting off with a small number of hosts would be wise (two hosts would suffice initially), since the aim is to minimise the amount of redundant packets captured, such as broadcasts, namely NetBIOS-specific announcements.
which may in many cases waste valuable bandwidth (Evans, 2002). Using the third party tool, Ethereal, it is possible to sniff the exchanged packets between the two workstations (by running the tool on the destination host). Once the migration and return of MalDes is finished, data captured by Ethereal needs to be studied and filtered of any unnecessary packets, leaving the bare grasshopper conversation. Bearing in mind that the maximum frame payload is 1500 bytes (Fairhurst, 2001), it is possible to measure the number of frames sent from the origin to the destination in order to transfer MalDes. Hence, it is possible to calculate the size of the data transmitted during migration and note the frame time stamps to determine the total bandwidth consumed. Since MalDes made only one hop to a single destination, collected report data would correspond to a single host. This measurement would represent a minimal size mobile agent. Next, the number of hops is gradually increased by introducing new hosts to the network and adding them to MalDes’ itinerary. Each time a host is added, the migration process is repeated and an Ethereal packet capture session is conducted simultaneously. Thus, this experiment allows measurement of the total size of the transported agent as it traverses through the network, swelling in size as it collects more report data.

5.5.4 Experiment 4: Internet RTT Test

As described in Section 4.5, this experiment is basically a RTT test conducted over the Internet.

5.6 Summary

To wrap up the Implementation phase, it must be emphasised that the Grasshopper agent platform provides a rich spectrum of features for mobile agent development. The learning curve involved to gain adequate competency was not at all steep, mainly due to the documentation provided being very in-depth and comprehensive.

Splitting the FileMon agent into several development stages according to Wier’s strategies (2002) enabled each code portion to be crafted according to requirements, because using the software milestone strategy greatly simplified the task of getting the program airborne. Using a third party software component for the file monitor vastly reduced development time, by providing the precise requirements that fitted gracefully into the program structure, allowing more time to be spent focusing on other aspects of the project. The mechanism used to analyse exchanged network messages during inter-agent communication was a result of many days of experimentation, but getting the final version working was well worth all the effort. The protocol used between mobile and static agent was created to be simple and eloquent, and was kept unchanged throughout the development process to eliminate any potential problems that could arise.

With mobile agent development, the same ‘divide and conquer’ approach was used. Incorporation of multiple infection signatures into the code started off as an experiment, but later, as the progress was made, turned out to be a milestone in the software’s design. In the beginning, agent migration was tested between two machines. After the core functionality of MalDes was completed, destination host addresses were built into the code as is the case with infection signatures. This later proved quite inconvenient, and led to the introduction of a more dynamic approach by loading the addresses from a locally-based text file. Discovering that a host was infected was of no use if no feedback mechanism was put in place. This led to the report collection method design that was later, after intensive testing, was merged with the current version of the agent.
Although the project went through many stages of experimentation during project-like determining the best approach to allocate MalDes its itinerary – some sort of post-production testing was required. These types of experiments would uncover facts about the overall system by giving measurements for different metrics that could later be used in showing the overall project findings.
6 Results

6.1 Introduction
Subsequent to the thorough design of the experiment strategy in the previous chapters, the following section attempts to briefly recap each experiment’s specification, and then present the corresponding results in a descriptive fashion. For these experiments, it was ensured that all static agents had no suspects to report to prevent any extra delay induced from inter-agent interrogation.

6.2 Return Trip Timer (RTT)
This experiment measured the amount of time a mobile agent took to complete its itinerary and return back to its launch pad. The experiment was conducted with a different number of hops each time (from one to four). The aim was to prove that as more hosts were added to the itinerary, the RTT should increase. The results are shown below.

<table>
<thead>
<tr>
<th>Hop Count</th>
<th>RTT (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.062</td>
</tr>
<tr>
<td>2</td>
<td>2.063</td>
</tr>
<tr>
<td>3</td>
<td>3.079</td>
</tr>
<tr>
<td>4</td>
<td>4.094</td>
</tr>
</tbody>
</table>

Table 6.1: RTT Test Results for 1, 2, 3 and 4 Hosts

Table 6.1 shows the results for 1, 2, 3 and 4 hosts. It can be seen that the average for a single hop is 1.062 seconds, for 2 hops it is 2.063 seconds, for 3 hops it is 3.079 seconds and for 4 hops it is 4.094 seconds. Thus, the variation is linear, where the delay is fairly static over a number of hosts.

As expected, the RTT proportionally increases in relation to the number of hops that are made. Thus, it can be assumed that if the same experiment was conducted with fifty hops, the RTT would expectedly be greater than that of another experiment carried out with for example, forty-nine hops.

6.3 Host Performance Timer
For this experiment, two groups of workstations were prepared. The first group, named the Superiors, consisted of eight Pentium 4 (2800 MHz) machines with 512MB DDR memory running Windows XP. The second group, named the Inferiors, contained eight Pentium 3 (1000 MHz) machines with 128MB SDRAM also running Windows XP. A RTT test was run on both groups and the timings were logged in the following two tables.
The timings in tables 6.1 and 6.2 indicate that the RTT is directly proportionate in relation to the number of hops made. The differences between the two groups are noticeable and are justified by the performance inferiority of the second group. By analysing the graph next (Figure 6.1), the slight differences between the two competing groups can further be visualised.

![Host Performance](image)

**Figure 6.1: RTT Host Performance Test**

The Superior group timings were always quicker than their inferior counterparts, usually by a constant average of approximately 274 milliseconds. After analysing the results above, it can be concluded that workstation hardware specifications have a slight yet noticeable effect on the total trip time. Effectively, MalDes was able to commute quicker through the faster hosts compared to the slower ones.
6.4 Agent Size Measurement

Referring to Section 5.4.5 (Agent Lifecycle), it was mentioned that prior to MalDes setting off on its journey, a special array named reports is initialised as blank. As the agent traverses through the network, its reports array gradually increases in size as more information is accumulated. This experiment was run to investigate this issue, which thus far, lacked evidence. A program called Ethereal was used to eavesdrop on packets communicated between hosts as the agent navigated its way through them. The data captured by Ethereal was then analysed and a summary of results was generated to create a basis for evidence, further elucidating the reports array accrual incident. The results of this experiment are shown next in Table 6.4.

<table>
<thead>
<tr>
<th>Hop Number</th>
<th>Conversation Size (bytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4664</td>
</tr>
<tr>
<td>2</td>
<td>4712</td>
</tr>
<tr>
<td>3</td>
<td>4745</td>
</tr>
<tr>
<td>4</td>
<td>4781</td>
</tr>
<tr>
<td>5</td>
<td>4797</td>
</tr>
<tr>
<td>6</td>
<td>4810</td>
</tr>
<tr>
<td>7</td>
<td>4818</td>
</tr>
<tr>
<td>8</td>
<td>4846</td>
</tr>
</tbody>
</table>

Table 6.4
Conversational Size Results as Hops Increase

Conversation Size represents the communication that occurred between the sending and receiving host as MalDes was in the process of travelling. A larger conversation size indicates that more data was exchanged in order to transport MalDes to the next destination host. As mentioned above, the reports array accumulates more data as more hops are encountered. To support this statement, from Table 6.4 notice that conversation size increases as more hops are made. The conversation between the launch pad agency and the first hop was 4662 bytes in size. Between hop 1 and hop 2, the conversation size dramatically soared to 4719 (an increase of 57 bytes). For the remaining hops, the conversation size inter-hop increase average was 4 bytes. This is further clarified in the chart in Figure 6.2.
Figure 6.2: Conversation Size Chart
Chart shows conversation size increase as more hops are made.
7 Evaluation

The project is drawn to a close by presenting critical analysis of the work undertaken and more importantly to examine whether the advantages of adopting the P2P architecture over the centrally coordinated version are indeed worthwhile. Discussed next are the project objectives and how well they were met, as well as its strengths and weaknesses. Experimentation results are summarised, followed by future work recommendations. The project concludes by acknowledging that although obstacles still exist, such as inter-agent authentication, a P2P mobile agent based architecture can offer an extremely adaptable, robust and powerful environment that can contribute to the field of IDSs.

7.1 Evaluation of Objectives

Recalling the originally stated aims of this project in Section 1.1, the four main objectives that were declared have all been met. A critical review in the field of using mobile agents for IDSs was conducted in Section 3. The following two sections focused on evaluating and implementing selected elements of functionality that allowed mobile agents to fit into the P2P IDS model (fulfilling the framework design and implementation objective). Section 6 and 7 shifted to document the project’s finding and to conduct critical analysis. When comparing between adopting a mobile agent-based P2P architecture and a centrally co-ordinated version, the advantages become obvious. Mobile agents provide autonomy, dynamic adaptation, intelligence and portability that when merged with the field of IDSs, can provide an effective arsenal to combat anomalies such as mal-ware. The mobile agent approach’s performance has been evaluated and compared with traditional mal-ware detection/immunisation systems.

At the moment, the monitoring capabilities of FileMon are limited to capturing newly created executables. Existing files that are modified easily slip past the monitor and go unnoticed. This flaw is due to the way the Delphi VCL component in use handles Windows events, and can be rectified by adding event handlers that would capture specific Windows file system messages. On the other hand, local administrative functions such as mal-ware process termination work smoothly. A possible advantage would have been gained if MalDes instructed Filemon to restart the Explorer Shell application to terminate any malicious processes residing under the Explorer tree. Additional intelligence for FileMon is certainly needed, at least to memorise any given remedies for future reference.

From a system security point of view, none has been integrated yet. FileMon will interact directly with any process or human that successfully bonds a connection on the correct TCP port, and can speak the protocol required. This prototypical design assumes that any TCP/IP communication shall be from a trusted source, and is not acceptable in the real world. A method of authentication must be introduced, possibly using Challenge Handshake Authentication Protocol (CHAP).

Taking a look at MalDes, being a prototype, only a handful of mal-ware signatures were built into the agent. The approach of randomly feeding the mobile agent a group of signatures would not prove very effective in an IDS environment. Instead there should be a mechanism where the investigator on the launch pad host could select specific profiles to match the investigation that the agent is about to set off on.
Another approach could be to adopt a similar idea to the one proposed by De Queiroz et al. (1999) where an external set of distributed databases would contain a history of all known signatures, and MalDes would remotely query the databases if the given suspect is not within its intelligence barrier. A possible speed-up for return times could be achieved if MalDes could intelligently construct a logical map of hosts on its agenda and spawn several other identical agents that set off on different routes and meet back at the launch pad.

7.2 Main Findings

From experimentation was derived a collection of useful results that could be used to support the claim that mobile agents could be utilised in IDSs (Section 3.2.6). On average, the time a mobile agent took to migrate to one host and back was approximately 1.062 second. This increased linearly as the number of hops grew, becoming 2.063 for 2 hops and 3.079 for 3 hops.

After comparing two groups of computers that differed in processor generation and amount of memory, it was noticed that host hardware specifications had a minimal effect on return trip times so long as the host was able to run the operating system smoothly. Over a fixed number of hosts, MalDes completed the trip on the superior group 274 milliseconds faster than the inferior group (on average).

Supporting the claim made in Section 5.4.5, it was proven that as MalDes makes more hops, it increases in size due to the accumulation of report-related data within its variables. The average increase in agent size was 4 bytes per hop.

The Internet RTT test could not be conducted due to lack of time and resources, such as a direct connection to the Internet without going through NAT and router port restrictions. These factors acted as obstacles in the process of attempting to migrate agents over the Internet.

7.3 Conclusions

The purpose of this project was to answer the question of whether IDSs for the detection of mal-ware could be enhanced with the usage of an agent-based approach in P2P systems. It started off by taking a bird’s eye view on the current state of mobile agent IDS applications (especially P2P) and it was noticed that little research has been initiated recently in this field. Different researchers in this arena came up with similar approaches to applying mobile agents in IDSs.

A gap was noticed for contribution to this field in designing and implementing a prototype system that would utilise intelligent mobile agents in protecting systems against mal-ware. DIMA’s design introduced the idea of static agents (much similar to proposals in Section 3.2.7) that would monitor their hosts for suspicious executables, and mobile agents that had built-in intelligence used in identifying malicious content and instructions on how static agents would handle each file detected. To evaluate the project, a group of experiments were devised and conducted to test DIMA and produce statistical results that would be complementary in answering the initial research question.

Ramachandran and Hart proposed a system where mobile agents collaborated in a P2P structure. In this work the model has been dissected and a specific branch of IDSs has been examined, namely mal-ware detection and elimination.
An important element of this work is to investigate the possibility of creating a mal-ware detection/mitigation system using mobile agents. This has resulted in a paper which was accepted in the ECIW 2005 conference. It presented a possible model of a mobile agent which could investigate malicious activities, and is partly based on the work conducted in this thesis.

DIMA was based on a P2P approach due to the various drawbacks of adopting a hierarchical structure, as detailed in Section 3.2.3. The project focused on a specific branch of intrusion detection, and avoided covering a broad range of IDS functions that would result in less detail covered per aspect, as with several systems reviewed in Section 3.2.7. Dozens of mobile agents could be devised for a variety of tasks and allowed to roam the network autonomously performing IDS tasks without the dependence on external entities.

A prototype was successfully implemented and tested on networks made up of up to 16 hosts. Completing this prototypical phase (which delved into a specific part of intrusion detection – mal-ware) established solid evidence that mobile agent’s could indeed be of use in the field of IDSs.

7.4 Recommendations for Future Work

Overall, the implemented system showed good potential for expansion and improvement and it would provide a reasonable base for future work, suggestively. DIMA, overall, is far from complex in concept, and many improvements could be suggested to enhance the overall system specification. Currently, the mobile agent portion of DIMA carries built-in mal-ware signatures that are hard-coded into the agent. As an improvement – possibly using XML – mal-ware signatures could perhaps be loaded from an external source, to suit the type of environment the agents would run in. This would contribute to DIMA’s flexibility, and poses as a step forward in functionality, empowering the overall system.

Also, FileMon - that currently monitors only Windows executables – was written in Pascal. Porting the program to another language such as Java would allow it to be run on any operating system, allowing it to be used more widely. In addition, if the need arose to run several instances of DIMA on neighboring networks, it would be highly of use if Mobile agents’s would meet occasionally to exchange mal-ware signatures and learn from each other’s knowledge.

Blueprints by researchers such as De Queiroz, et al. draw to attention interesting designs for IDSs using mobile agents, where the system starts off compact with one parent agent that intelligently spawns an army of diverse multi-purpose agents capable of defending hosts against anomalies, while the mother agent defends itself from invasion by evading intrusions by migrating away from threats. Such proposals could be used as a basis for future projects, where the design could be overhauled to step away from the centralised approach and have backup mother agents on standby, as well as bodyguard processes that defend their parent agents. Ramachandran and Hart innovated a design that draws attention by clustering hosts into virtual neighborhoods that watch out for each other, using a distributed decision making system to determine the health of a specific site. A possible amendment to this design could involve using distributed decision making amongst mobile agents that may roam in teams and take decisions on the spot instead of consulting neighboring sites. The choice of mobile over static agents has numerous advantages, firstly with system resource conservation, where mobile agents are resident in memory for a limited amount of time.
Secondly, mobile agents have a bigger chance of evading being sensed and attacked by intruders, since their host visits normally take fractions of a second. Third of all, mobile agents can be more intelligent than their static counterparts. Due to their mobility, they can pursue the information they require and obtain it on a local host basis, much quicker than static agents that may resort to client/server communications which can be eavesdropped upon and corrupted by spoofing attackers.

The future could bring to surface the prevalence of mobile agent based IDSs that collaborate with other security elements such as personal firewalls and antivirus software. The merging of mobile agent environments into today’s operating systems would take it one step closer to fulfilling this vision. Worldwide, in different organizations and firms, mobile agents could be adopted to automate a variety of everyday policy-related tasks, such as ensuring Windows automated updates are enabled without having the individual user carry them out manually, minimizing the margin for error.

Migrating agents over the open Internet or private networks would be possible, once they are globally accepted in concept. A possibility would be designing lightweight agent skeletons that could have support for functionality plug-ins would be a major advantage. For example agents could be loaded with mal-ware detection modules or other packages that allow them to have multiple purposes.
8 Appendices

8.1 Appendix 1: Project Management (GANTT Chart)

<table>
<thead>
<tr>
<th>Task/Week</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
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<th>13</th>
<th>14</th>
<th>15</th>
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</tr>
</thead>
<tbody>
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<tr>
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</tr>
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</tr>
<tr>
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<td></td>
<td></td>
<td></td>
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</tr>
<tr>
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<td></td>
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</tr>
<tr>
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<td></td>
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<td></td>
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<td></td>
<td></td>
<td></td>
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<td></td>
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</tr>
<tr>
<td>Final prototype</td>
<td></td>
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<td></td>
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</tr>
<tr>
<td>development</td>
<td></td>
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<td></td>
</tr>
<tr>
<td>Design document</td>
<td></td>
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<td></td>
<td></td>
<td></td>
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<td></td>
<td></td>
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</tr>
<tr>
<td>Implementation</td>
<td></td>
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<td></td>
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<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>document</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimentation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Results &amp;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>evaluation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Draft dissertation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Final dissertation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
8.2 Appendix 2: Project Management (Project Diaries)

NAPIER UNIVERSITY

SCHOOL OF COMPUTING

PROJECT DIARY

Student: Hussain Al Sebea  Supervisor: Bill Buchanan

Date: 24 November 2004  Last diary date: <none>

Objectives:
- Start familiarisation phase with Grasshopper mobile agent environment (read documentation)
- Discussed main software aspects:
  - Write a mobile agent that migrates from one host to another
  - Write a static agent that performs local host functions and communicates with the mobile agent

Progress:

Supervisor’s Comments:
Objectives:

- Gather more research papers and publications from online resources and library
- Start reviewing literature and following thematic approach with all taken notes
- Gain competency in Java programming (online tutorials and reference books)
- Create a prototype system consisting of mobile and static agents (basic framework)
- Read Grasshopper documentation (Basics, Programmer’s and User’s guides)

Progress:

- Started reading Grasshopper documentation including programmer’s guide
- Experimented with Grasshopper sample agents (creating, moving and deleting agents)
- Installed NetBeans Java IDE and enabled Grasshopper library
- Supervisor explained static and mobile agent concepts (inter-agent communication suggestions)
- Discussed with supervisor a sample static agent scenario for IDS (SNMP example)
- Mentioned experimentation using agent timer method (for project evaluation)

Supervisor’s Comments:
Objectives:

- Define experiments strategy for system (referring to supervisor’s comments last meeting)
- System needs to be more IDS oriented, requires design improvements

Progress:

- Got familiar with Grasshopper internal workings (agencies and agent management)
- Drafted literature review and theory sections and sent to supervisor for review
- Developed a mobile agent that migrates to one host and communicates with a static agent that retrieves local file data (file’s MD5 checksum). The mobile agent displays the retrieved checksum to the user

Supervisor’s Comments:
Objectives:

- Create a second prototype that is more IDS oriented that targets mal-ware detection and elimination. Implement new design using improved communication protocol.
- Draft design section

Progress:

- Devised an improved system design and added to IDS features
- Discussed different experiment types (return trip timer, host performance, agent size, Internet migration) and each one’s relevance
- Finalised experiment types to measure mobile agent performance and how they shall be conducted
Objectives:
- Finalise prototype development
- Finish design document

Progress:
- Work well under way with development of mobile and static agent according to new specifications
- Mobile agent can now migrate to multiple hosts and return with a report of the infections it found (if any)

Supervisor’s Comments:
Objectives:
- Draft implementation chapter
- Incorporate experiments into mobile agent code

Progress:
- Static agent can apply remedies and remove mal-ware according to the mobile agent’s instructions
- Design document draft completed and sent to supervisor for review

Supervisor’s Comments:
Objectives:
- Conduct designed experiments and record results

Progress:
- Coded mobile agent with experiment functions
- Drafted implementation chapter and sent to supervisor
- Paper accepted at ECIW

Supervisor's Comments:
Student: Hussain Al Sebea  
Supervisor: Bill Buchanan  

Date: 11 May 2005  
Last diary date: 6 May 2005  

Objectives:  
- Draft results chapter  

Progress:  
- Completed experiments and recorded results  
- Ethereal was used to measure the size of inter-host conversations to transport the mobile agent  
- Attempted to test mobile agent migration across Internet but failed  
- Internet migration experiment skipped (due to failure) because of lack of direct connectivity between residential workstation and Napier laboratory in Edinburgh  

Supervisor's Comments:  


NAPIER UNIVERSITY
SCHOOL OF COMPUTING
PROJECT DIARY

Student: Hussain Al Sebea  Supervisor: Bill Buchanan
Date: 20 May 2005  Last diary date:  11 May 2005

Objectives:
- Proof read dissertation

Progress:
- Conclusion and evaluation draft completed and sent to supervisor for review
- Compiled first dissertation draft and sent to supervisor for review
- Revised literature and theory sections

Supervisor's Comments:
Appendix 3: Source Code (MalDes)

```java
public class MalDes extends de.ikv.grasshopper.agent.MobileAgent {
    int state;
    String md5;
    boolean infected = false;
    long time_departure;
    long time_return;
    int infectioncount;

    String[] hosts;

    // reports array: will be populated with info on whether a host is infected or not, its ip address, its infections if any
    String[][] reports = { { "", "", "", "" }, { "", "", "", "" }, { "", "", "", "" }, { "", "", "", "" }, { "", "", "", "" } };

    int nexthop = 0; // Keeps index of how many hops we've done. Also used to see which line to use from hosts string array, as it is incremented after each hop

    String infections[][] = { { "Blaster Worm", "msblast.exe", "HKEY_CURRENT_USER", "software\microsoft\windows\currentversion\run\process msblast" }, { "Sasser Worm", "msprc.exe", "HKEY_LOCAL_MACHINE", "software\microsoft\windows\currentversion\run\process msprc" }, { "Null Worm", "msnull32.exe", "HKEY_CURRENT_USER", "software\microsoft\windows\currentversion\run\process msnull" } );

    public class FileToArray {
        // the following classes/functions are for the IP address auto load into variable mechanism //
    }
}
```
public FileToArray() {
}

public String[] doIt(){
    String fileName = "c:\hosts.txt";
    ArrayList lineList = new ArrayList();
    BufferedReader reader = null;
    try{
        reader = new BufferedReader(new FileReader(new File(fileName)));
    }
    catch(FileNotFoundException fnfe){
        System.out.println("Unable to find the file: " + fileName);
    }
    try{
        String currentLine = "";
        while( (currentLine = reader.readLine()) != null)
            lineList.add(currentLine);
    }
    catch(IOException ioe){
        ioe.printStackTrace();
    }
    finally{
        try{
            if(reader != null)
                reader.close();
        }
        catch(IOException ioe) {
            /* Do Nothing */
        }
    }
    return (String[])lineList.toArray(new String[0]);
}

google init(Object[] creationArgs)
{
    state = 0;
    log("Dynamic Detection and Immunisation of Mal-ware using Mobile
    Agents Prototype");
    log("Starting...");
    // Get current time in milliseconds
    // This is to keep track of what time the agent left.
    // We need to do the same when the agent returns
    time_departure = System.currentTimeMillis();
    String strTime = (new Long(time_departure)).toString();
    log("Agent loaded at Timestamp: " + strTime);
    // Load IP addresses of destinations from text file:
    FileToArray fileToArray = new FileToArray();
    hosts = fileToArray.doIt();
private void mymethod()
{
// mymethod is executed at remote PC

String ANY_SUSPECTS = "ANY SUSPECTS?";
String NUMBER_SUSPECTS = "NUMBER SUSPECTS"; // Asked by mobile agent
String RESPONSE_NUMBER = "RESPONSE NUMBER"; // Prefix to integer that specifies how many files are suspicious
String LIST_SUSPECTS = "LIST SUSPECTS";
String REMEDY_RECEIVED = "REMEDY RECEIVED";
String NEXT_SUSPECT = "NEXT SUSPECT"; // Used as kind of ACK when more than one file name is being reported.
String REMEDY_PACKAGE = "REMEDY"; // Used as kind of ACK when more than one file name is being reported.
String NEGATIVE = "NEGATIVE";
String POSITIVE = "POSITIVE";
String SUSPECT = "SUSPECTFILE"; // Prefix to filename. I.e. SUSPECT msnull32.exe
String NO_REMEDY_FOUND = "NO REMEDY FOUND"; // This file is safe (sent out to server)
String NO_MORE_SUSPECTS = "NO MORE SUSPECTS";
String QUIT = "QUIT";

// declaration section:
// tcpClient: our client socket
// os: output stream
// is: input stream
Socket tcpSocket = null;
DataOutputStream os = null;
DataInputStream is = null;

// Initialization section:
// Try to open a socket on port 2005
// Try to open input and output streams
try {
  // connect to localhost:2005
  tcpSocket = new Socket("127.0.0.1", 2005);
os = new DataOutputStream(tcpSocket.getOutputStream());
is = new DataInputStream(tcpSocket.getInputStream());
} catch (UnknownHostException e) {
  System.err.println("Don't know about host: hostname");
} catch (IOException e) {
  System.err.println("Couldn't get I/O for the connection to: localhost on this machine");
}

// If everything has been initialized then we want to write some data
if (tcpSocket != null && os != null && is != null) {
    try {
        // to the socket we have opened a connection to on port 2005
        if (tcpSocket != null && os != null && is != null) {
            os.writeBytes( ANY_SUSPECTS + "\n");
            // default to infected status of false
            reports[nexthop][0] = "false"; // log that this host is NOT infected
            reports[nexthop][1] = hosts[nexthop]; // log the ip address
            // keep on reading from/to the socket till we receive CRLF from the static agent (server)
            String responseLine;
            while ((responseLine = is.readLine()) != null) {
                System.out.println("Server: " + responseLine);
                // We have received a response from the remote server.
                // Analyse it and respond accordingly
                // 2. Response will be either + or -
                if (responseLine.indexOf(NEGATIVE) != -1) {
                    os.writeBytes("OK, I"m leaving now. Best of luck in the future\n");
                    infected = false;
                    break;
                }
                if (responseLine.indexOf(POSITIVE) != -1) {
                    os.writeBytes(NUMBER_SUSPECTS + "\n");
                    infected = true;
                }
                // 3. Next response will be number of suspects
                if (responseLine.indexOf(RESPONSE_NUMBER) != -1) {
                    // ask for list of each file...
                    os.writeBytes(LIST_SUSPECTS + "\n");
                }
                if (responseLine.indexOf(SUSPECT) != -1) {
                    // 5. Search infections array for given exename
                    // BEWARE of using double \ to represent one backslash within code...
                    String buffer = responseLine;
                    // Find the space
```java
int theindex = buffer.indexOf(" ");
buffer = buffer.substring(theindex + 1); // Do not include space preceding filename

// this boolean is important. With it we can see if we found a remedy,
// if not the file is considered, in this case, harmless (safe) and can be removed from the suspects list on
// the server
boolean foundremedyforthefile = false;

for (int counter = 0; counter < infections.length; counter++)
{
    if (infections[counter][1].equals(buffer)) // Compare strings, cannot compare
        with ==, see page 513, section 11.2 (Java How To Program)
    {
        os.writeBytes(REMEDY_PACKAGE + "|" + infections[counter][0] + "|" + infections[counter][1] + "|" + infections[counter][2] + "|" + infections[counter][3] + "\n");
        // make log of this infection
        // nexthop is the current hop
        reports[nexthop][0] = "true"; // log that this host is infected
        reports[nexthop][1] = hosts[nexthop]; // log the ip address
        reports[nexthop][2] = infections[counter][0]; // human name of worm/infection
        // increment filecount
        infectioncount++;
        foundremedyforthefile = true;
        break;
    }
    else
    {
        // not equal - do nothing
    }
}
// set this to true, because if false (by declaration default), we will tell the server (below) that this file is
harmless
foundremedyforthefile = true;
// Break or loop will continue
break;

else
{
    // end of infection lookup. if execution reaches here (without breaking above)
    // and foundremedyforthefile = false, this means we didn"t find a remedy for this file
    // we will consider it safe for this prototype agent
    if (foundremedyforthefile == false)
    {
        os.writeBytes(NO_REMEDY_FOUND + "|" + buffer + "\n");
    }
    // send out code to indicate this file is safe
    // send in form of a "noremedy", so server can process next file if any
```
// Once server receives this, it will acknowledge by saying it has received the remedy

// Await remedy ACK, and see if there are any more suspects
if (responseLine.indexOf(REMEDY_RECEIVED) != -1) {
    // ACK received, ask if there are any more suspects
    os.writeBytes(NEXT_SUSPECT + "\n");
}

if (responseLine.indexOf(NO_MORE_SUSPECTS) != -1) {
    // We may now leave, no more suspects
    os.writeBytes(QUIT + "\n");
    break;
}

if (responseLine.indexOf("quit") != -1) {
    break;
}

// clean up:
// close the output stream
// close the input stream
// close the socket
os.close();
is.close();
tcpSocket.close();
}

public String getName() {
    return "MalDes";
}

public void live() {
    String location;
    switch(state) {
        case 0:
            log("Processing list of destination hosts.");
            location = hosts[nexthop];
            if (location != null)
state = 1;
log("Attempting to move to " + location);

try {
  log("See you!");
  move(new GrashopperAddress(location));
} catch (Exception e) {
  log("Migration failed for some reason: ", e);
}

// Agent should have moved. If execution reaches here then this means migration failed!
// Reset state
state = 0;
}
break;

case 1:
{
  log("Arrived successfully at hop number " + nexthop);
  log("Move success: I"m here to gather some information and then leave again. Working."");
  mymethod();
  log("Finished work. Going to next hop.");
  log("Leaving!");

  nexthop++; // Increment for next hop
  // See if we"ve reached all hops
  if (nexthop == hosts.length) {
    // go home, we"ve reached all hops
    state = 2;
    try {
      move(getInfo().getHome());
    } catch (Exception e) {
      log("Return trip failed: ", e);
    }
  }
}

// If execution reaches here, then we have more hops to do.
// Paste migration code here (from case 0)
String nextlocation = hosts[nexthop];
try {
    log("Over and out");
    move(new GrasshopperAddress(nextlocation));
} catch (Exception e) {
    log("Migration failed for some reason: ", e);
}

// case 1

case 2:
{
    // Agent has returned. Calculate time now and subtract time_departure from it.
    time_return = System.currentTimeMillis();
    String strTimeReturn = (new Long(time_return)).toString();
    log("I\'m back. TimeStamp now: "+ strTimeReturn);
    long totaltime = time_return - time_departure;
    String strTotal = (new Long(totaltime)).toString();
    log("Work completed in "+ strTotal + " milliseconds");
    // Count how many remedies were sent out this mission
    String strnuminfections = Integer.toString(infectioncount);
    log("\nGenerating report, please wait...\n");
    boolean noInfectionsAtAll = true;
    int flaglength;
    for (int j = 0; j < reports.length; j++) {
        flaglength = reports[j][0].length();
        if (flaglength > 0) {
            if (reports[j][0].indexOf("true") != -1) {
                JOptionPane.showMessageDialog(null, "Machine: " + reports[j][1] + "\nInfected: " + reports[j][0] + "\nFirst infection found: " + reports[j][2]);
            }
            if (reports[j][0].indexOf("false") != -1) {
                JOptionPane.showMessageDialog(null, "Machine: " + reports[j][1] + "\nNot Infected!");
            }
        }
    }
}
state = 0;
8.4 Appendix 4: Code Extracts (FileMon – Remedy Application)

```pascal
procedure TfrmMain.ParseRemedy(RemedyString: String);
Var
  Temp: String;
  iIndex, I, J, DelimiterCount: Integer;
  //InfectionName, InfectionFile, InfectionRegVal: String;

  InfectionData: Array[1..4] of String;
Begin
  // Sample String// REMEDY|SASSER WORM|MSPRC.EXE|SASSER_KEY
  // Copy our remedy
  Temp:=RemedyString;

  // Count how many delimiters we have
  DelimiterCount:= 0;
  For J:=0 to Length(Temp) do
  Begin
    If Temp[J]= '|' then DelimiterCount:= DelimiterCount+1;
  End;

  // Re-use J variable
  For J:= 0 to DelimiterCount do
  Begin
    // See if this is first occurrence.
    // If so, delete first substring, which is not needed
    If J=0 then
    Begin
      /////////////////////////////////////////////////////////////////////////////////////////////
      ///// Remove the word REMEDY which we don't need /////////////////
      /////////////////////////////////////////////////////////////////////////////////////////////
      iIndex:= Pos('|', Temp);
      // This returned index is our first, which we MUST delete because it
      // represents the word REMEDY which was used by our communication protocol,
      // and is of no use to this function

      // Clear what we don't need from Temp to make it easier to see what's next
      Temp:= Copy( Temp, iIndex + 1, Length(Temp) );

      // This removes the word REMEDY and the trailing pipe character "|
      Continue;// with next iteration
    End;
  End;
End;
```
If J=DelimiterCount then
Begin
InfectionData[J]:=Temp;
Break;
End;

////////////////////////////////////////////////////////////////////////////////////
/// Extract Infection Data
////////////////////////////////////////////////////////////////////////////////////

// This is repeated until we reach last iteration, where we are left with the last substring

// Now copy the next substring which is the actual infection name, file, or reg key, depending on which iteration we are at // Find the next pipe delimiter
iIndex:= Pos('!', Temp);

// Remember J starts at 1
InfectionData[J]:= Copy( Temp, 0, iIndex -1 );

// Clear what we have already extracted from Temp to make it easier to see what's next
Temp:= Copy( Temp, iIndex +1, Length(Temp) );

End

////////////////////////////////////////////////////////////////////////////////////
// End of extraction
////////////////////////////////////////////////////////////////////////////////////

With ListViewKill.Items.Add do
Begin
Caption:=InfectionData[2]; // filename
End;

With ListViewDel.Items.Add do
Begin
Caption:=InfectionData[2]; // filename // Find filename's corresponding folder
For I:=0 to ListViewFiles.Items.Count-1 do
Begin
If Lowercase(ListViewFiles.Items[I].SubItems[0]) = Lowercase(InfectionData[2]) then
Begin
// Found folder // Add to ListViewDel
SubItems.Add(ListViewFiles.Items[I].SubItems[1])
End;
End;
End;

With ListViewReg.Items.Add do
Begin
Caption:=InfectionData[2];
SubItems.Add(InfectionData[3]); // reg key
SubItems.Add(InfectionData[4]); // reg value
End;
End;
8.5 Appendix 5: ECIW Research Paper

Agent-based Forensic Investigations with an Integrated Framework
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Abstract
Forensics investigations can be flawed for many reasons, such as that they can lack any real evidence of an incident. Also, it can be the case that the legal rights of an individual has been breached, or that the steps taken in the investigation cannot be verified. This paper outlines an integrated framework for both data gathering, using mobile and static agents, and also in the creation of a data gathering system which logs data in a verifiable and open way. Forensic information which is gathered over a network is often more verifiable over host-based data gathering. The framework for logging data for future investigations uses a formal approach where a forensics policy is defined, which is then compiled into an implementation which can run on agent systems, such as with SNMP agents, and IDS (Intrusion Detection System) agents. The paper also proposes a system which uses mobile and static agents to formalize the investigation process. This should produce investigations which can be verified, and which are programmed the expertise of an investigator, and also contain legal and moral programming to constrain the limits of a forensic investigation.

Introduction
The concept of a software agent which could investigate criminal activities is one which has intrigued modern society. It is unlikely that software will ever replace human abilities for discovering new patterns of activity, but it is possible for them to act as software tools which will intelligently filter information, and make reasoned judgements. They do, though, have many issues which would have to be overcome to make them possible. One of the main ones is to allow them to travel as programs across networks, and then intelligently gather information, and move away from their target and back to their source. This research proposes a network of intelligent crime agents which included to main types of mobile agent: a forensic investigation agent and a covert agent. These agents could migrate, investigate criminal data, and meet in a safe meeting place and exchange information, which would be passed onto the security services. The forensic investigation agent is programmed with the expertise of a forensic investigator, and securely gathers information on hosts around a network, and returns this to the forensic investigator in a form which allows a human to make judgements. In a similar way, the covert mobile agent is programmed with the expertise of surveillance activities, and its main objective is to gather information that could be used in a criminal activity, especially for large-scale criminal activities. There are, of course, many issues related to privacy, but these would be programmed into the agent in order that it did not breach the laws of the land.

At present, most programs require some sort of program running on the machine which provides a hook for a remote computer to make a connection to it. The problem for criminal investigators is thus to get a program to run on the criminal's computer, and then for it not to be detected, if it was investigating a possible crime, or for it to robustly deliver the information over a network, when involved in a forensic investigation.
A new concept has arisen, called the mobile agent, which allows this to happen, where an autonomous program has the ability to initiate its migration across a network, carrying with it its program code, its current state of execution, and also its data. These agents can freeze themselves and migrate to another host on the network. They are, in effect, the equivalent of security agents who go to an investigation and then gather the information based on the relevant data, and leave. The intelligence of the investigation is thus built into the agent and not within any programs which could run on the investigated host. It is thus simple to recall agents from hosts, as required, and to reissue them with new objectives.

There is thus the need for mobile agents who can migrate themselves onto remote hosts and gather information, and to intelligently filter it and return with useful conclusions. If the law allowed, the mobile agent could be programmed with its objectives, and migrate itself onto a remote host, in order to determine information on criminal activities. On the other hand, a forensic agent, raises fewer issues and could also be used to migrated itself onto a remote host, and sift through the information in a methodical way, and gather key information, without either sending information over a network. The agent can then return to its originator with the key elements of the investigation. After which it can return with new objectives. In order for these agents to be secure against users stealing their information, or, in the case of covert activities, detecting their presence, they must be hardened against any form of detection, thus their code must be encrypted, and they must have sensors which detect the presence of a monitor. In the case of a mobile agent, it is possible for the agent to actually kill its own presence, as required.

In order to optimize the proposed system, the data gathering must fit within an overall framework for data gathering, thus this research proposes an integrated framework for the gathering of data in an organised way.

Objectives of The Framework

This research focuses on the implementation of mobile agents which contain the expertise of forensic and covert investigators. The objectives are to:

- Provide a framework for the integrated collection of data which can be used for forensics investigations.
- Support the early detection, and possible resolution, of criminal activities.
- Provide a legal framework which controls the moral operation of the agents.
- Create models of a forensic agent and a covert investigation agent, with embedded investigation intelligence and filtering abilities.
- Implement mobile agents which contain their own execution environment, and would thus allow agents to migrate and execute on a remote computer without the need of a system hook.
- Integrate a secure communication facility to allow these mobile agents to intercommunicate in a secure way.
- Provide a robust mechanism to secure any code and data which the agents may carry.

Mobile Agents

The mobile agent paradigm is a relatively new technology that has its origins in intelligent agents, and is proposed as an alternative approach to client-server communications model. A mobile agent is a software entity that inherits some of the features of an intelligent agent and requires an agent environment to execute. A mobile agent can suspend its execution on a host computer, and then transfer its code, data state, and possibly its execution state (strong migration) to another host on the network that must provide an agent environment, and resume execution on the new host. The aim of an agent environment [9] is to provide the appropriate functionality to mobile agents to execute, communicate, migrate, and use system resources in a secure way. In general, a mobile agent comprises of an agent model, a life-cycle model, a computation model, a security model, a communication model, and finally a navigation model [1]. Mobile agent applications include information retrieval [2], e-commerce [3], network management [4], intrusion detection [5], and collaborative applications [6], and wireless computing.
Although each application can be run with the existing technologies [10], the use of mobile agents can contribute to build these distributed applications in a simpler and more effective [7]. Mobile, or wireless, computing is the most frequently proposed application area of mobile agent technology [8]. This is because mobile agents have two important features that make them particularly useful in such environments: task continuation and minimal connection.

**Mobile Agent Development**

Mobile agents run on specialized platforms such as Grasshopper. These allow agents to be invoked and allow for a preservation of state and context, including the migration of a mobile agent from one machine to another. Grasshopper takes care of inter-host communication that involves agent migration from between hosts.

In a typical situation, the execution of the Grasshopper platform would result in the declaration of an agency and a GUI would be displayed allowing the administrator to access the agency’s specific tasks. Agencies must be named to differentiate between them. Agents can move around hosts by knowing the names of the different available agencies.

To allow agent identification, agents must be given distinct names, preferably human names. In addition, a unique agent identifier is automatically generated by the running agency during the creation of an agent. From a general perspective, as previously stated, a Grasshopper agent is implemented by means of a Java class or a set of classes. Each agent has one agent class which characterizes the agent and which must be derived from one of the predefined super-classes. Several super-classes exist, including mobile-agent and stationary-agent. Due to the nature of our project, with the involvement of mobile agents, the mobile-agent class shall be adopted. Through its super-class, each Grasshopper agent has access to the following methods [11]:

- **action()**: This method is automatically invoked by the agency if a user performs a double-click on the corresponding agent entry in the agency GUI.
- **getInfo()**: This method returns a set of information that is associated with the agent. Among others, this set of information comprises the agent’s identifier, type, and name.
- **getName()**: This method returns the name of the agent. In contrast to the unique agent identifier which is automatically generated by an agency during the creation of an agent, the name can be specified by the agent programmer during the implementation phase or by the user when creating the agent, provided that this is supported by the agent implementation.
- **init()**: This method is automatically called by the hosting agency when an agent is created. It offers the possibility to provide creation arguments to the agent.
- **live()**: This is the core method of each Grasshopper agent, since its implementation realizes the agent’s active, autonomous behaviour.
- **log()**: Allows an agent to print textual messages onto the text console of the local agency.
- **move()**: With this method, an agent is able to migrate to another agency.

The basic framework of the mobile agent code which migrates to a single host (in this case to 10.0.0.1), is:

```java
package examples.simple;

import de.ikv.grasshopper.agency.*;
import de.ikv.grasshopper.type.*;
import de.ikv.grasshopper.communication.*;
import java.util.*;
import java.io.*;

public class ForensicAgent extends de.ikv.grasshopper.agent.MobileAgent {
    String[] files;
    int numfiles;
    GrasshopperAddress HomePlatform, suspectAddress;
    String state;
```
public void init(Object[] creationArgs) {
// Initialize data state
files[] = new String[1000];
numfiles = 0;
HomePlatform = getAgentSystem().getInfo().getLocation();
suspectAddress = new GrasshopperAddress("10.0.0.1");
// Pass arguments to the Mobile Agent
if (creationArgs.length < 2) {
    System.out.println("Creation arguments needed: <String> <String>");
    System.out.println("Exiting.");
    throw new RuntimeException();
} else {
    setProperty(creationArgs[0].toString(),
                creationArgs[1].toString());
}
}

public String getName() {
    return "ForensicAgent";
}

public void live() {
    if (getProperty("state").equals("INVESTIGATING")) {
        setProperty("state", "RETURN");
        move(suspectAddress);
    } else if (getProperty("state").equals("RETURN")) {
        try {
            Runtime rt = Runtime.getRuntime();
            Process proc = rt.exec("dir *.jpeg /s");
            InputStream stderr = proc.getErrorStream();
            InputStreamReader isr = new InputStreamReader(stderr);
            BufferedReader br = new BufferedReader(isr);
            String line = null;
            while (line = br.readLine()) != null) {
                files[i] = line;
                numfiles++;
                if (numfiles > 998) {
                    break;
                }
            }
        int exitVal = proc.waitFor();
    } catch (Throwable t) { t.printStackTrace();
    move(HomePlatform);
} else {
    remove();
}
}

The migration path of the mobile agent is initially set within the init() method, and the main code to execute the forensic investigation is contained within the live() method. In the above example the mobile agent has retrieved a list of JPEG files, but in most cases the mobile agent would only communicate with a local static agent. This is achieved by opening a local TCP port on 127.0.0.1, such as to communication using port 2005:

tcpSocket = new Socket("127.0.0.1", 2005);
os = new DataOutputStream(tcpSocket.getOutputStream());
is = new DataInputStream(tcpSocket.getInputStream());
Thus, the local static agent simply creates a server socket, and the mobile agent connects to it using a local connection. The communication is then achieved locally, and not over the network, as with a standard client-server program.

**Mobile Agent framework**

Figure 1 shows an outline of the usage of the mobile agent in a forensics system. Within this, the investigator has no direct interface to the host-under-investigation (HUI). This thus keeps the integrity of the system, where a static agent is immediately installed on the HUI, and guards against any changes to the information stored on the HUI. The investigator then gives the mobile agent requirement, such as the names of the JPEG images on the HUI, and the mobile agent migrates itself to the HUI, and authenticates itself to the static agent, and vice-versa. The mobile and static agents can then intercommunicate with each other and pass information about the required information. Both the mobile and the static agent are programmed with a framework which supports a legal and moral framework, thus any part of the investigation which breach the limits of the current investigation will be stopped.

![Figure 1: Forensics system using mobile and static agents](image)

**Data Gathering Framework Design**

Some forensic investigations can be flawed when there is not enough care taken in the logging information that could be used in the investigation. Most involve data generation after an event has occurred, thus in modern systems the forensic logging should be carefully considered as part of the overall security policy and implementation of an organisation. Figure 2 show a standard model for forensic computing investigations, which care is taken before the incident to prepare the policies and procedures for the detection of an event. In modern day systems, organisations must be open about their forensic policies, and the data that will be logged, as a failure to do this may result in the organisation being held liable for not detecting events, or in not informing their staff on the data that is logged.

Typically forensic investigations and system security are seen as different entities, where they can be integrated into the same policy, where the security policy defines the basic services that can be operated on the system, and how threats can be dealt with. These threats are typically detected using alerts and alarms, which are based on network monitoring, and in the investigation of log files. This is where network security joins with forensic computing, as the monitoring, logs, alerts, and alarms are basic building blocks for any future forensics investigation. Security thus focuses on the active protection of systems, users and data, while forensic computing focuses on the collection,
preservation, analysis and reporting (CPAR) of events. The two come together in requiring reliable logging of data, as illustrated in Figure 3. It thus makes sense of integrate both the definition and implementation of the security policy with the definition and implementation of the forensic computing policy. Saliou [12] has developed a security framework which has a formal security policy as its input and this is used to create an implementation which maps onto the aims and objectives of the organisation, but also fits in with the legal and moral responsibilities of the organisation. This type of approach should also be applied to the generation of data for future forensic investigations, but creating a forensics policy, which integrates with the security policy, and is then used to generate the implementation of logging rules, which create formal data logs. Figure 4 shows an example of the steps taken from generating the forensic policy into implementation, and then using data agents to gather the required information into logs. The main elements:

- **Forensics Compiler.** This converts the forensic policy, which defines the rules that define the logging of data on a network and on hosts, and converts into a formal forensic language, which can be modelled to determine if there are any conflicts with the implementation.
- **Log implementer.** This converts the output from the forensics compiler into an implementation, such as for rules for IDSSs, or to enable router logs.
- **Forensic verification traffic.** This is the network traffic which is used to verify that the system is working correctly, and includes a capture of normal traffic along with the required additional traffic which verifies that the system is working as required.
- **Live deployment.** This involves downloading the rules from the Log implementer to the devices. This includes agents such IDS agents, SNMP agents, and router/switch log agents. The agents will be responsible for filtering network traffic and logging it the required log file.
- **Data gathering.** This includes gathering the data which are stored by the agents, into a useable format.

![Figure 2: Forensic investigation stages](image-url)
Some forensic computing investigations can be flawed in that they can lack the required information. The framework proposed in this paper aids the collection of data for forensics investigation. This framework integrates with the general security definition for an organisation, as security policies also require data gathering. The cross-over between the security definition and the data logging enables the data gathering policy to be defined, so that everyone in an organisation understands the range and type of data that is logged. Along with this, alerts can be setup to provide an early detection of criminal activities before they can develop into more serious activities. These network-based logging of data for investigations are typically more reliable in its source as host-based, which can often be tampered with, or which may not leave a trace.

For host-based investigations, the combination of mobile and static agents approach proposed in the paper has advantages that it allows the verifiable logging of the investigations, and also provides the investigations to be constrained within the limits defined by moral and legal restrictions. Along with this, the mobile agent can be programmed with the intelligence of a criminal investigator, where it can be given high-level investigation command, which it then communicates with a static agent on the host under investigation. The mobile and static agents cooperate to make sure that the investigation is conducted within a legal framework.
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