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Abstract. Nanjing has been listed as the one of the worst performers across 

China with respect to the high level of haze-fog, which impacts people's health 

greatly. For the severe condition of haze-fog, PM2.5 is the main cause element 

of haze-fog pollution in China. So it’s necessary to forecast PM2.5 concentration 

accurately. In this paper, an artificial intelligence method is employed to fore-

cast PM2.5 in Nanjing. At the data pre-processing stage, the main factors among 

the air pollutants (O3, NO2, SO2, CO, etc.) as well as meteorological parame-

ters (pressure, wind direction, temperature, etc.) that affect PM2.5 are selected, 

and these factors of previous hours are as input data to predict PM2.5 concentra-

tion of next hours. Considering the air pollutants and meteorological data are 

typical time series data, a special recurrent neural network, which is called long 

short term memory (LSTM) network, is applied in this paper. To determine the 

amount of nodes in the hidden layer, a self-organizing method is used to auto-

matically adjust the hidden nodes during the training phase. Finally, the PM2.5 

concentrations of the next 1 hour, 4 hours, 8 hours, and 12 hours are predicted 

separately by using the self-organizing LSTM network based approach. The ex-

perimental result has been validated and compared to other algorithms, which 

reflects the proposed method performs best. 

Keywords: Haze-fog, PM2.5 Forecasting, Selecting Main Factors, Time Series 

Data, LSTM network, Self-organizing Algorithm. 

1 Introduction 

Haze-fog is not only related to meteorological conditions, but also has a non-

negligible relationship with human activities. Once the emission exceeds the atmos-

pheric circulation capacity and carrying capacity, the concentration of fine particles 

will be getting to high. As a result, it is easy to have a large range of haze-fog. The 

greatest impact of haze-fog is the human health, it’s easy to affect the respiratory tract 

of the body and causes various diseases. In Nanjing, there are many sources of pollu-
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tion such as building construction, vehicle exhaust, coal power generation and so on. 

And because Nanjing is a downwind area, the pollution in the upwind area will be 

imported into Nanjing. As a result, Nanjing is one of the most air polluted cities. So 

this study aims to forecast PM2.5 concentration of Nanjing. 

The early PM2.5 prediction methods were mainly based on the original statistical 

methods. Fuller et al. [1] use the average of the pollutants of API, and statistics the 

linear relationship between the factors and the PM2.5 and PM10, so as to realize the 

forecasting of PM2.5. At the same time, this linear method is also used for the predic-

tion of other air pollutants. Combined with the local climate, API air pollution can be 

predicted through empirical judgement and linear regression. Jian et al. [2] find the 

correlation between meteorological factors, that is, the humidity is positively related 

to haze-fog, and the wind speed is negatively related to haze-fog. It is proved that 

auto-regressive integrated moving average (ARIMA) model can effectively explore 

the relationship between haze and meteorological factors. Kibria et al. [3] use naive 

Bayes to integrate the distribution of PM2.5 in space. Dong et al. [4] use the mathemati-

cal model based on the hidden Markov function to predict the PM2.5 concentration. 

The prediction results show that the predicted value of PM2.5 can fit the real value 

better.  

To improve the accuracy of prediction, artificial neural network (ANN) has been 

widely used in this field. Zhu et al. [5] put forward an improved BP neural network 

algorithm, combining the auto-regressive and moving average (ARMA) model with 

BP neural network to predict PM2.5 concentration. Venkadesha et al. [6] combine ge-

netic algorithm and BP neural network to fuse multiple time domain meteorological 

factors, and determine the duration and resolution of prior input data, and improve the 

accuracy of prediction. Zheng Haiming et al. [7] use the radial basis function (RBF) 

neural network to predict the concentration of PM2.5. The results show that the predic-

tion accuracy is better than BP neural network. Mishra et al. [8] combine the Principle 

Component Analysis (PCA) and artificial neural network to get the correlation be-

tween meteorology and air pollutants variables, so as to predict the concentration of 

NO2 in the air. Mishra et al. [9] use non-meteorological parameters (CO, O3, NO2, SO2, 

PM2.5) and meteorological parameters to make the fusion analysis combining artificial 

intelligence to forecast haze-fog, it is concluded that compared with the artificial neu-

ral network and multilayer perceptron model, NF model based on the artificial intelli-

gence can better predict the urban haze-fog events in Delhi, India. Neto et al. [10] use 

artificial neural networks to recursively analyse residual residuals to find current pat-

terns, so the accuracy of predicting the concentration of PM2.5 and PM10 is improved. 

Shanshan Zhou et al. [11] use recurrent neural network (RNN) to predict PM2.5 concen-

tration. Compared with fuzzy neural network (FNN) and RBF feed-forward neural 

network, the experimental results show that RNN is outstanding. Bun Theang Ong et 

al. [12] put forward a new training method for automatic encoder, which is designed for 

time series prediction, to enhance the deep recurrent neural network (DRNN). The 

experiment shows that DRNN is better than the typical and most advanced automatic 

coder training method used in the time series prediction. Liu et al. [13] use the compre-

hensive prediction model to forecast the PM2.5 concentration using the autoregressive 
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moving average (ARIMA), artificial neural network (ANNs) model and exponential 

smoothing method (ESM). 

Although the above literatures can achieve good prediction results, air pollutants 

and meteorological data are typical time series data. It is difficult to reflect the corre-

lation between data and time. In addition, how to decide the number of hidden nodes 

is still a major challenge for researchers. 

2 Basic knowledge 

2.1 Time Series Prediction 

Meteorological data are typical time series data. Time series prediction is a prediction 

that extends to the future according to the historical data of the past. According to the 

process and regularity of the time series data, it establishes a mathematical model that 

is more accurate to reflect dynamic dependency relations. Then after the learning 

historical data period, this model can make a prediction of the trend of time series 

development.   

The general steps of the time series prediction are as follows: 

(1) After the collected historical data are reorganized, the time series data are 

formed after necessary pre-processing (noise reduction, removal of singularity, etc.). 

According to the composition and different influence factors of the time series, 

they’re usually divided into four categories:  

Long-term trend: the tendency to maintain steady growth or decline within a 

period of time is known as a long-term trend. For example, the recent growth in the 

price of bitcoin, or the declining price of electronic consumer goods. 

Seasonal variation: the time series changes obviously according to the change 

of the four seasons. For example, the four seasons of sunspots, the company's sales 

volume changes within one year and the rainfall trend in this paper. And the time 

interval of the change is not fixed, it can be a month, a quarter, or even a day. 

Cyclical change: cyclical change often appears inseparable with long-term 

trend. For example, the process of the replacement of the ancient Chinese dynasties 

usually includes the stages of recovery, prosperity, flourishing age, decline, and de-

struction. 

Irregular change: irregular change refers to the part of random changes of the 

time series, and there is no law to follow between these data. It’s often impossible to 

use mathematical models to fit their changes. 

(2) Time series analysis. The formation of continuous values in time series is close-

ly related to a number of factors, and it is usually not the result of only one factor. 

Therefore, when new time series data are obtained, it is usually necessary to analyse 

the interaction between their internal factors, and then get the implied features in the 

data. 

(3) Characterizing the characteristics of extraction. According to the long-term 

trend, seasonal variation and cyclic variation of the time series, the approximate 

mathematical models are selected to characterize them. 
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(4) The training and prediction of the model. The correctness of the mathematical 

model is verified by historical time series, and the model is properly adjusted. After 

reaching the error requirement of the model, it can be used to predict the time series. 

2.2 Long Short Term Memory Network (LSTM) 

The input of recurrent neural network (RNN) hidden layer overlay the original data 

information as time goes by, which leads to the loss of contextual information. There-

fore, in practical applications, the range of contextual information that general recur-

rent neural network structure can use is limited, resulting in gradient vanishing prob-

lem. To solve this problem, LSTM network is brought up. LSTM is very popular at 

the moment. It is not essentially different from the general RNN structure, but uses a 

different node, called “memory block” to replace a hidden layer node of general 

RNN.  
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Fig. 1. Structure of memory block 

Figure 1 shows the architecture of the memory block. There are three gates in the 

block. When the outside wants to write to memory cell, it must go through an input 

gate. Only when the input gate is opened, memory gate can be written. The input gate 

is opened or closed, which is learned by neural network itself. In the same way, there 

is an output gate, which is also learned by neural network. There is also a forget gate 

to decide when to forget the contents of memory cell, and the condition of opening or 

closing is also learned by neural network itself. Z, 𝑍𝑖, 𝑍𝑓, 𝑍𝑜 are scalers, which are 

derived from the inner product of input vectors and weight vectors adding to the bias. 

Weight vectors and bias are learned by gradient descent from training data. The func-

tion f often chooses sigmoid function, because the output value is between 0 and 1, 
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which can indicate the opening degree of the gates (0 is closing; 1 is opening). When 

f(𝑍𝑖) = 1, g(Z) can be input. Instead, f (𝑍𝑖) =0 is equivalent to no input. Similarly, 

f(𝑍𝑜) controls the output of value. f(𝑍𝑓)=1 is equivalent to remember the previous 

value C in memory cell; when f (𝑍𝑓) =0, it is equivalent to forget value C. The values 

in the memory cell are updated by the formula in figure 2. 

So the LSTM memory block can be seen as special neuron (4 inputs, 1 output), and 

4 inputs refers to the signal that the outside wants to put into the memory cell as welas 

three control gates signal. 

3 Self-organizing Algorithm 

3.1 Sensitivity Analysis 

In this paper, the amount of hidden nodes in LSTM network is adjusted by a self-

organizing algorithm [14] during training phase. In this algorithm, a crucial method, 

sensitivity analysis (SA), is adopted to calculate how important the hidden nodes are. 

Sensitivity analysis is always used to judge the degree of dependence between output 

and input. So it’s feasible to add or delete hidden nodes according to sensitivity analy-

sis.  

Before knowing the working mechanism of SA, it’s necessary to understand the in-

ternal feedback dynamic characteristics of LSTM network. Figure 2 displays decom-

position of network. It’s divided into two parts. The first part is the self-circulatory 

part of hidden layer nodes. And the second part is a direct relationship between hid-

den layer nodes and output layer nodes. 
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Fig. 2. Decomposition of LSTM network 

The numerical calculation method adopted by this paper is as follows 

                      𝑆ℎ =
𝑉𝑎𝑟[𝐸(𝑌|𝑍ℎ)]

𝑉𝑎𝑟(𝑌)
  ,   h = (1,2, ⋯ , 𝐻)                                           (1) 

where 𝑍ℎ represents ℎ𝑡ℎ input factor, 𝑌 is equal to the output of this model. 𝐸(𝑌|𝑍ℎ) 

is the expected variance under the condition of output 𝑌. And Var[E(Y|𝑍ℎ)] is the 

variance of all the feasible values of 𝑍ℎ. 𝑉𝑎𝑟(𝑌) represents the variance of output 𝑌. 

The result of this formula, 𝑆ℎ, is the general impact of that element on the reply. 

For LSTM network, the input data for SA is consist of 2 sections: the indirect and 

direct elements. The indirect input element is 𝑧1(𝑡) = [𝑣1
1(𝑡), 𝑣2

1(𝑡), 𝑣3
1(𝑡), ⋯ , 𝑣𝐻

1 (𝑡)]. 
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And the direct input element can be get by 𝑧2(𝑡) = [𝑣1(𝑡), 𝑣2(𝑡), ⋯ , 𝑣𝐻(𝑡)]. Then the 

numerical definition of sensitivity for indirect elements is revised as: 

                                  𝑆ℎ
1(𝑡) =

𝑉𝑎𝑟ℎ[𝐸(𝑦(𝑡)|𝑍ℎ
1=𝑣ℎ

1(𝑡))]

𝑉𝑎𝑟(𝑦(𝑡))
 ,                                          (2) 

Meanwhile, the numerical definition of sensitivity with direct elements is modified 

as: 

                                       𝑆ℎ
2(𝑡) =

𝑉𝑎𝑟ℎ[𝐸(𝑦(𝑡)|𝑍ℎ
2=𝑣ℎ(𝑡))]

𝑉𝑎𝑟[𝑦(𝑡)]
,                                          (3) 

where 𝑣ℎ(𝑡) is the output data of the ℎ𝑡ℎ hidden layer node at time t, and the vari-

ances 𝑉𝑎𝑟[𝑦(𝑡)], 𝑉𝑎𝑟ℎ[𝐸(𝑦(𝑡)|𝑍ℎ
2 = 𝑣ℎ(𝑡))] can be computed as in (3) and (4). 

According (2) and (8), the overall sensitivity value 𝑆𝑇ℎ of the ℎ𝑡ℎ hidden node is:  

𝑆𝑇ℎ(𝑡) = 𝛼𝑆ℎ
1(𝑡) + 𝛽𝑆ℎ

2(𝑡),                                       (4) 

where 𝛼 and 𝛽 are the judgment constants, 𝛼∈  [0, 0.2], 𝛽∈  [0.5,0.8]. 

 

3.2 Growing and Pruning Algorithm 

The growing and pruning algorithm is to add or delete hidden layer nodes by using 

SA to achieve self-organizing ability of the LSTM network during training phase. By 

using this algorithm, the number of hidden layer nodes can be adjusted to the best. So 

the structure of the network is able to satisfy the high precision prediction condition.  

The general idea of this method is: first, generate some hidden layer nodes random-

ly. Second, calculate sensitivity index of each node. Third, if the sensitivity index of a 

node is lower than a certain threshold, the node will be pruned; instead, if the result is 

not satisfied to get the ideal result, some new hidden nodes will be added to the net-

work, according to those hidden nodes whose sensitivity values are large. At the same 

time, associated connection weights are updated. 

Growing Step. At time t, if there are H nodes in the hidden layer, the RMSE for the 

neural network is E(t) > δ(𝑡) (𝛿(𝑡) = 𝑡−0.65), so it suggests that the learning process 

is not able to get the ideal result and a new hidden node is needed for the current con-

struction. The final sensitivity value is 

                                       𝑆𝑇ℎ(𝑡) = 𝑚𝑎𝑥{𝑆𝑇𝑗(𝑡)}  , 𝑗 = 1,2, ⋯ , 𝐻                             (5) 

e(𝑡) = 𝑦𝑑(𝑡) − 𝑦(𝑡) 

h is the node, which has the largest overall sensitivity value. 

Pruning Step. Like the above step, at time t, if the overall sensitivity index is 𝑆𝑇ℎ <
𝜏 (𝜏 is the pruning threshold), then the hth node needs to be deleted. And the weights 

of the hth node are updated as well. Experiment 

4 Experiment 

4.1 Data Pre-processing 

To predict PM2.5 concentration, this study uses hourly files from the ground automat-

ic station in Nanjing, which include meteorological data as well as air pollutants. Raw 

data contains 30 factors, such as O3, NO2, CO, SO2, pressure, relative humidity, tem-

perature and so on. However, there are some missing values and outliers, this paper 
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uses the average value of neighbour data to replace these values. Then, after the 

standardization, in order to select the main factors with respect to PM2.5 concentration, 

a selection method called Mutual Information (MI) is adopted. This method can cal-

culate that whether there is a relationship between the two variables X and Y, as well 

as the strength of the relationship. As a result, the MI values of these factors are over 

2.5: O3, NO2, PM2.5, pressure, wind direction of the instant maximum wind speed, 

temperature, wind direction of maximum wind speed, horizontal visibility, body tem-

perature. Figure 3 shows the distribution of these factors. 

 
Fig. 3. Distribution of main factors 

4.2 Experimental Results 

According to the self-organizing algorithm, the number of hidden layer nodes is 30. 

And training dataset and test dataset are set to be 1200 hours and 141 hours separate-

ly. The epochs are equal to 50 times. 

 
(a) 1 hour 
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(b)   4 hours 

 
(c) 8 hours 

 
(d) 12 hours 

Fig. 4. Actual and predict PM2.5 concentration for the evaluation dataset for one-, four-, eight-, 

and twelve-hour  

This experiment uses self-organizing LSTM network to predict the PM2.5 concen-

tration of next 1 hour, 4 hours, 8 hours and 12 hours. Figure 4 displays the curves of 

actual value and predict value. The X-axis is the quantity of the test samples, and the 

Y-axis is the concentration value of PM2.5. From these four pictures, we can see that 

the fitting degree of one-hour prediction is the highest, then that of four hours predic-

tion is lower. And, the fitting precision of eight hours and twelve hours decreases 

gradually. We can draw conclusion that with the increase of time domain, the predic-

tion precision is reduced. So this method has advantages in nowcasting. 
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 And table 1 shows the comparison between SO-LSTM (self-organizing LSTM) 

and the algorithm in [6]. The evaluation parameter is coefficient of determination 

(R2). 

Table 1. The comparison between SO-LSTM and GA-ANN 

Hours  
Algorithms 

1 4 8 12 

GA-ANN 0.992 0.965 0.935 0.915 
SO-LSTM 0.999 0.991 0.937 0.918 

From this table, it’s obvious that the SO-LSTM shows a higher coefficient of de-

termination from 1 hour to 12 hours than GA-ANN.  

Table 2 shows the performance of MLR, ANN, NF [9] and SO-LSTM in the case of 

predicting the PM2.5 concentration after 39 hours. 

Table 2. The comparison between SO-LSTM and other algorithms 

 MLR ANN NF SO-LSTM 

R2 0.51 0.53 0.72 0.79 

From table 2, we can see that SO-LSTM performs the best.  

5 Conclusion and Future Work 

In this paper, a self-organizing LSTM network is employed to predict PM2.5 concen-

tration. 

First, by using the mutual information algorithm, nine main factors (O3, NO2, 

PM2.5, pressure, wind direction of the instant maximum wind speed, temperature, 

wind direction of maximum wind speed, horizontal visibility, and body temperature) 

that affect PM2.5 in Nanjing are as input data. Because these data are typical time se-

ries data, recurrent LSTM network is suitable to apply in this case for its memory 

capability.  

Then, to determine the number of hidden nodes of this network, a self-organizing 

algorithm called grow-prune is adopted. This method can add or delete nodes during 

training phase. And in this paper, the number of hidden nodes is determined to be 30. 

Finally, after training and test steps, the model is built to predict PM2.5. According 

to the experimental results, the SO-LSTM model performs better than MLR, ANN, 

NF, GA-ANN. The accuracy is improved. 
With time interval growth, the accuracy of prediction is getting lower. For future 

work, we intend to further improve on the accuracy of long-term forecasting with 

more excellent pre-training methods. 
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