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ABSTRACT With the advantage of working in all weathers and all days, synthetic aperture radar (SAR)
imaging systems have a great application value. As an efficient image generation and recognition model,
generative adversarial networks (GANs) have been applied to SAR image analysis and achieved promising
performance. However, the cost of labeling a large number of SAR images limits the performance of the
developed approaches and aggravates the mode collapsing problem. This paper presents a novel approach
namely Integrated GANs (I-GAN), which consists of a conditional GANs, an unconditional GANs and a
classifier, to achieve semi-supervised generation and recognition simultaneously. The unconditional GANs
assist the conditional GANs to increase the diversity of the generated images. A co-training method for the
conditional GANs and the classifier is proposed to enrich the training samples. Since our model is capable of
representing training images with rich characteristics, the classifier can achieve better recognition accuracy.
Experiments on the Moving and Stationary Target Acquisition and Recognition (MSTAR) dataset proves
that our method achieves better results in accuracy when labeled samples are insufficient, compared against
other state-of-the-art techniques.

INDEX TERMS Synthetic aperture radar (SAR), generative adversarial networks (GANs), semi-supervised
learning, generation, recognition.

I. INTRODUCTION
Synthetic aperture radar (SAR) imaging systems adopt coher-
ent imaging principles, which can effectively penetrate clouds
and collect rich target information. In recent years, high reso-
lution SAR remote sensing systems, such as Terra SAR-X [1]
and COSMO-SkyMed [2], have been widely used in aerial
surveying and space reconnaissance. SAR image recognition
technology has become an active research area in SAR image
remote sensing [3]. Traditional recognition methods for SAR
images includes Template Matching [4], Support Vector
Machine (SVM) [5], and Adaptive Boosting (AdaBoost) [6].
However, these traditional methods are largely dependent on
hand-crafted features.When image data is large and complex,
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most of the established methods receive unsatisfactory recog-
nition accuracy and efficiency.

Different from the traditional methods with hand-crafted
features, methods based on Deep Convolution Neural Net-
works (DCNN) can learn to extract features from large-scale
datasets automatically, which has made great progress in
SAR automatic target recognition (ATR) in recent years.
The recognition accuracy on the Moving and Stationary Tar-
get Acquisition and Recognition (MSTAR) dataset is over
99% [7]. However, these efficient DCNN models are based
on the supervised learning which requires a large number
of labeled samples. As the number of the labeled samples
decreases, the recognition accuracy rapidly declines. It is
expensive and time-consuming to collect a large number
of labeled samples in SAR image analysis. To address this
problem, many semi-supervised learning methods have been
proposed [8]–[10]. Among them, deep learning methods,
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based on generative adversarial networks (GANs), have
become a hot spot in the research community.

The GANs proposed by Goodfellow et al. [11] can learn
the distributions of the data and generate new samples.
Reference [12] reported new techniques for training GANs
(Improved-GAN). Based on these works, Gao et al. proposed
semi-supervisedGANs for SAR image recognition [13], [14].
The discriminator and the classifier share the same network
in these models, but they need different training parameters,
which influences each other and may not result in an optimal
objective at the same time. Furthermore, the category of
the generated SAR images in these models are uncontrol-
lable. Li et al separated the discriminator and the classifier,
and replaced the unconditional generator and discriminator
with a conditional generator and a conditional discrimina-
tor in the Triple-GAN model [15], which solved the prob-
lems in optical image recognition. However, the positive
samples of the discriminator in Triple-GAN entirely depend
on the labeled images, which means the expected distribu-
tion of the generator depends only on the labeled images.
One of the challenges is that the number of the labeled
images is far less than that of optical images. The spatial
resolution of SAR images is far lower than that of optical
images. In addition, SAR imaging process often accompanies
with speckles and noise [16]. These problems aggravate the
instability in training GANs leading to the mode collapse
problem [17]. Moreover, the unlabeled images with pseudo
labels are regarded as negative samples in the adversarial
training between the discriminator and the classifier in the
Triple-GAN model. However, lots of the pseudo labels are
correct. These image-label pairs may be harmful to the train-
ing of the generator if the discriminator treats them as nega-
tive samples, which may also exaggerate the mode collapse
problem.

This paper presents the Integrated GANs (I-GAN) for
semi-supervised learning. Fig. 1(a) and (b) show the
comparison of the frameworks of Triple-GAN and I-GAN
respectively. The I-GAN model can be summarized as three
modules and two types of interaction. The three modules
consists of a conditional GANs and an unconditional GANs
as well as a classifier. The conditional GANs controls the
matching of the generated images and the labels. The uncon-
ditional GANs improves the stability and the diversity of
the generated images. The classifier builds suitable bridges
between the conditional and unconditional GANs, whose
cross-correlation is used to measure the interaction. There is
no direct connection between the two generators or discrimi-
nators. Each generator fools two discriminators with different
functions simultaneously, while each discriminator corre-
sponds to two generators with different functions simultane-
ously. The unconditional discriminator can take both labeled
and unlabeled images as positive samples, but only measure
whether the distribution of the generated images converges to
the distribution of the real images; the conditional discrimi-
nator only takes the labeled images as positive samples, but
it can also reveal whether or not the images and the labels

FIGURE 1. The comparison of the brief framework of the Triple-GAN and
the I-GAN. (a) Triple-GAN (b) I-GAN (ours). cG, cD, uG, and uD denote the
conditional generator, the conditional discriminator, the unconditional
generator, and the unconditional discriminator respectively.

properly match. The other interaction is co-training [18] of
the classifier and the conditional GANs. In the training pro-
cess, we select the unlabeled SAR images with high con-
fidence from the classifier and assign pseudo labels to add
positive samples of the conditional discriminator. Further,
we select the labeled generated images with high confidence
from the conditional discriminator to increase the number of
training samples for the classifier. Different from the Triple-
GAN, our model have several strengths. In the adversarial
training, we replace the role of the unlabeled SAR images in
Triple-GAN with the images generated by the unconditional
generator, which solves the problem where a large number
of correct image-label pairs are regarded as negative samples
by the conditional discriminator. Associating the classifier
with the conditional GANs, our model utilizes the co-training
method, while only the conditional GANs help the classifier
in the Triple-GAN model.

Overall, ourmain contributions are summarized as follows:
(1) We investigate the problems of the existing models based
on GANs for SAR image recognition, and propose a novel
GANs model for semi-supervised learning. (2) We improve
the quality of the generated SAR images when the labeled
samples are insufficient. (3) Our experiments on the MSTAR
dataset show that the I-GAN achieves the state-of-the-art
results in the SAR image recognition tasks.

The rest of this paper is organized as follows: Section II
briefly introduces several related works of SAR image
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recognition and generative model. In Section III, we describe
our model and the training algorithm in detail. Section IV
introduces the MSTAR dataset and the partitions of the train-
ing set. In Section V, we conduct the image generation and
recognition experiments and compare the results with the
other methods. Finally, the paper is concluded in Section VI

II. RELATED WORK
A. SAR IMAGE RECOGNITION
SAR image recognition can be divided into three stages:
preprocessing, feature extraction, and classification. The
preprocessing contains denoising, speckle reduction, and
data enhancement. The representative preprocessing tech-
niques include spatial filtering, wavelet transform, and spa-
tial geometric transform. Conventional feature extraction
approaches, e.g. [19], are based on hand-crafted feature such
as peak intensity, center distance, and Hu moment. Machine
learning methods such as Principal Component Analysis
(PCA) [20] and Linear Discriminant Analysis (LDA) [21]
are also widely used in feature extraction. Early classification
algorithms are mainly based on Template Matching [4]. Oth-
ers algorithms including SVM [5], [22], AdaBoost [6], Sparse
Representation [23], and Scattering Center Models [24] are
also applied to SAR image classification and yield promising
results. However, the performance of these methods depend
on the hand-crafted features. Hand-crafted feature extractors
are usually low of efficiency when the data is large and
complex.

In contrast to the traditional algorithms, DCNN based
methods can extract hierarchical features automatically and
achieve superior performance. In recent years, researchers
have developed many efficient models for large-scale
datasets: ResNet [25], DenseNet [26], SeNet [27]. With
the growing prominence of DCNN, deep learning methods
have been applied to SAR image recognition [28], [50].
Chen et al. [7] proposed a five-layer all-convolutional net-
work and achieved 99.13% recognition accuracy in the
MSTAR datasets. In order to alleviate overfitting caused by
insufficient labeled SAR images, several algorithms have
been proposed to achieve higher recognition accuracy with
less labeled samples. Huang et al. [29] designed the recon-
struction loss function based on a feedback bypass to transfer
knowledge from a plenty of unlabeled SAR scene images.
Shang et al. [30] introduced deep memory to SAR images
recognition, which utilized an information recorder to store
samples’ spatial features. As a novel deep learning method,
GANs has been applied to semi-supervised SAR images
recognition tasks in recent studies [14].

B. GENERATIVE MODEL
Over the past decades, many deep generativemodels (DGMs)
have been proposed, such as Restricted Boltzmann Machines
(RBMs), Deep belief networks (DBNs), Variational
Autoencoder (VAE) and their numerous variants. These
generative models have been applied to remote sensing
images recently. RBMs [31] are a special type of Markov

random field which contains one layer of stochastic hidden
units. DBNs [32] consist of several RBMs. It utilizes layer-
by-layer pretraining to solve the gradient dispersion prob-
lem caused by the superposition of multi-layered neurons.
VAE [33] introduces stochastic gradient descent to gener-
ative models to estimate complex posterior distributions.
These DGMs models have been applied to the image gen-
eration task recently, e.g. Auxiliary Deep Generative Models
(ADGMs) [34], which proposed auxiliary variables to build
an expressive variational distribution.

Generative adversarial networks [11], based on zero-sum
game theory, makes significant breakthroughs in DGMs.
Neither Markov chains nor inference for implicit variables
is needed during the training process. Although gradient
disappearance and mode collapse make the generator and
the discriminator difficult to reach Nash equilibrium, the
GANs have demonstrated impressive performance to gener-
ate realistic images.

Because of the instability existing in the training of the
standard GANs and considering the advantage of DCNN in
image processing tasks, Radford et al proposed Deep Convo-
lutional Generative Adversarial Networks (DCGANs) [35],
which replaced the multi-layer perceptron in the standard
GANs with a DCNN architecture. Arjovsky et al proved that
Jensen-Shannon Divergence would lead to the disappearance
of gradient in the training process of GANs and substituted
the Wasserstein Distance [36], [37]. Mao et al. [38] also
proved that the cross-entropy loss function would affect the
stability of GANs and could be replaced by the least-square
loss function.

The standard GANs and these improvements are unsu-
pervised generation models. The generated images have no
category information. The Conditional-GAN (C-GAN) [39]
is a supervised generation model, which adds labels as extra
information to the input layers of the generator and the dis-
criminator. Reed et al. [40] introduced labels information to
both input and hidden layers. Odena et al. [41] designed an
auxiliary classifier attached to the discriminator to strengthen
the image-label matching.

Recently, many algorithms have been proposed to deploy
the GANs for image recognition. The Categorical GANs
(CatGAN) [42] achieved unsupervised and semi-supervised
learning based on mutual information between the observed
examples and their predicted categorical class distribution.
The Improved-GAN [12] proposed by Salimans et al replaced
the discriminator of the standard GANs with a (K + 1)
classes multi-classifier to recognize K classes of multiple
targets. Li et al analyzed the problems in the Improved-GAN
and designed the Triple-GAN [15] which worked with the
C-GAN to control the category of the generated images.
This model proposed adversarial training between the clas-
sifier and the discriminator to improve the recognition per-
formance. Saatchi and Wilson [43] used stochastic gradient
Hamiltonian Monte Carlo to marginalize the weights of the
generator as well as the discriminator and achieve the state-
of-the-art recognition results in most optical datasets.
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III. METHODOLOGY
A. PREVIOUS MODELS
Standard GANs are formulated as a two-player minimax
game which consists of a generator and a discriminator [11].
The discriminator is a binary classifier that identifies the real
and generated images, while the generator tries to generate
the imageswith a distribution similar to that of the real images
to fool the discriminator. During the training process, the gen-
erator takes random noise Z ∼ pz (Z ) as input, and learns
the distribution of the real images X ∼ p (X) to represent a
mapping from the noise to the data space. The discriminator
takes the real images X ∼ p (X) and the generated images
Xg ∼ pg (X) as input, and assigns a high or low score
respectively. The generator tries to make the discriminator
assign Xg ∼ pg (X) a high score. The generator and the
discriminator are both composed of neural networks. The
loss function of the training process is a minimax problem
as follows:

min
G

max
D

V (D,G) = Ex∼p(x)
[
log (D (x))

]
+Ez∼pz(z)

[
log (1− D (G (z)))

]
(1)

where x ∈ X , z ∈ Z . D and G denote the discriminator and
the generator respectively. D (x), G (z) denote their output.
Ex∼p(x)

[
log (D (x))

]
denotes the expectation of log (D (x))

when x follows the distribution p (x). The parameters of
D and G are updated in turn during the training process.
Given G and its distribution pg, optimal D is D (x) =
p (x)/

(
p (x)+ pg (x)

)
. The gradient of D guides the updating

of G. Iff p (x) = pg (x), the global optimum is achieved.
At this point, the performance of D and G cannot be further
improved. The discriminator cannot distinguish the two dis-
tributions p and pg, i.e. D (x) = D (G (z)) = 1/2.

Several papers suggest that Jensen-Shannon (JS) diver-
gence of the standard GANs causes instability during the
learning process [36]–[38]. The instability can be summa-
rized as two aspects. First, when the discriminator converges
to optimality, JS

(
pdata, pg

)
is close to the constant log 2 [36].

So the generator gets vanishing gradients and cannot be
updated anymore. Another aspect is that the fake samples
on the correct side of the decision boundary get vanishing
gradients, even if they are still far away from the real data.
Reference [38] introduces minimizing Pearson χ2 divergence
to address these problems. The least squares loss function
penalizes the fake samples based on their distances to the
decision boundary, which can generate more gradients when
updating the generator. The objective functions of the Least
Squares Generative Adversarial Networks (LSGANs) can be
defined as follows:

min
D

V (D) = Ex∼pdata(x)
[
(D (x)− 1)2

]
+Ez∼pz(z)

[
(D (G (z)))2

]
min
G

V (G) = Ex∼pz(x)
[
(D (G (z))− 1)2

]
(2)

The C-GAN adds labels information to the generator and
the discriminator [39]. The conditional generator takes noise
Z ∼ pz (Z ) and the corresponding label Y ∼ p (Y ) as
input, and outputs the labeled generated images

(
Xcg,Ycg

)
∼

pcg (X ,Y ). The conditional discriminator takes the labeled
real images (Xl,Yl) ∼ p (X ,Y ) as well as the labeled gen-
erated images

(
Xcg,Ycg

)
∼ pcg (X ,Y ) as input, and assigns

high and low scores respectively. The loss function of the
training process is a minimax problem as follows:

min
G

max
D

V (D,G)

= E(x,y)∼p(x,y)
[
log (D (x, y))

]
+Ez∼pz(z),y∼p(y)

[
log (1− D (G (z, y) , y))

]
(3)

The Triple-GAN [15] is a three-player semi-supervised image
generation and recognition model, which consists of a condi-
tional discriminator, a conditional generator and a classifier.
The generator assists the training of the classifier. They play
the minimax game with the discriminator respectively at the
same time. The input and output of the generator are identical
to those of the standard C-GAN. The classifier takes the
unlabeled real images Xu ∼ p (X) as input and outputs
the real images with pseudo labels (Xu,Yu) ∼ pc (X ,Y )
assigned to the discriminator. The input and output of the
discriminator are composed of three parts. The first is to
assign (Xl,Yl) ∼ p (X ,Y ) a high score. The second is
to assign

(
Xcg,Ycg

)
∼ pcg (X ,Y ) a low score. The third

is to assign (Xu,Yu) ∼ pc (X ,Y ) a low score. While the
generator and the classifier try to fool the discriminator so
that

(
Xcg,Ycg

)
∼ pcg (X ,Y ) and (Xu,Yu) ∼ pc (X ,Y ) can get

a high score. At the same time, the classifier is also trained
with the cross entropy calculated from (Xl,Yl) ∼ p (X ,Y )
and

(
Xcg,Ycg

)
∼ pcg (X ,Y ). The loss function of the training

process is a minimax problem as follows:

min
C,G

max
D

V (C,D,G)

= <l + αcg<cg + E(x,y)∼p(x,y)
[
log (D (x, y))

]
+αE(x,y)∼pc(x,y)

[
log (1− D (x, y))

]
+ (1− α)Ez∼pz(z),y∼p(y)

[
log (1− D (G (z, y) , y))

]
(4)

where C denotes the classifier, <l , <cg denote the
cross-entropy loss of the classifier calculated from
(Xl,Yl) ∼ p (X ,Y ) and

(
Xcg,Ycg

)
∼ pcg (X ,Y )

respectively, <l = E(x,y)∼p(x,y)
[
− log(pc(y| x)

]
, <cg =

E(x,y)∼pcg(x,y)
[
− log(pc(y| x)

]
. α controls the weight of(

Xcg,Ycg
)
∼ pcg (X ,Y ) and (Xu,Yu) ∼ pc (X ,Y ) to the dis-

criminator. αcg controls the weight of
(
Xcg,Ycg

)
∼ pcg (X ,Y )

to the classifier. α, αcg ∈ (0, 1) depend on experimental
environments.

B. FIVE PLAYERS MODEL
In order to make full use of both labeled and unlabeled
images, we propose the I-GAN model for semi-supervised
SAR image generation and recognition. Our model is a
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FIGURE 2. The proposed framework and the description of I-GAN. X, Y and Z denote the image, the label and the random noisy
respectively. HC and CE mean the high confidence and the cross entropy respectively. H and L denote the high and low scores
respectively. The color of H and L is consistent with the optimization goal of the corresponding generator, discriminator or
classifier. The red, blue, green, and yellow paths respectively represent the processing of the labeled SAR image, the unlabeled
SAR image, the labeled noise, and the unlabeled noise.

five-player model, whose detailed framework is shown
in Fig. 2. The two generators try to fool the two discriminators
at the same time, making them assign high score to the
generated images. The classifier assists uG to fool cD in the
game. The input and output of each player are described as
follows:
• cG takes the random noise Z ∼ pz (Z ) and the cor-
responding label Y ∼ p (Y ) as input, and outputs the
labeled generated images

(
Xcg,Ycg

)
∼ pcg (X ,Y ). The

output will be utilized to fool cD and uD. In addition,
we select half of

(
Xcg,Ycg

)
∼ pcg (X ,Y ) which cD

assigns a higher score than the others as
(
X ′cg,Y

′
cg

)
∼

pcg (X ,Y ) to increase the labeled samples for classifier
training.

• uG takes the random noise Z ∼ pz (Z ) as input, and
outputs the unlabeled generated images Xug ∼ pug (X).
The output will be utilized to fool uD. Additionally,
Xug ∼ pug (X) will be given pseudo labels by the
classifier to fool cD.

• The classifier is trained with the labeled images and then
utilized to give pseudo labels to the unlabeled images.
The labeled images are composed of (Xl,Yl) ∼ p (X ,Y )
and

(
X ′cg,Y

′
cg

)
∼ pcg (X ,Y ). The unlabeled images

are composed of two parts. The first is the unlabeled
real images Xu ∼ p (X). The classifier outputs the
real images with pseudo labels (Xu,Yu) ∼ pc|u (X ,Y ),
where pc|u (X ,Y ) = pu (X) pc|u (Y |X ). We select half
of (Xu,Yu) ∼ pc|u (X ,Y ) with a higher softmax confi-
dence than the others as

(
X ′u,Y

′
u
)
∼ pc|u (X ,Y ) to enrich

the positive samples for cD. The second part is Xug ∼
pug (X). They are given pseudo labels by the classifier
as
(
Xug,Yug

)
∼ pc|ug (X ,Y ), where pc|ug (X ,Y ) =

pug (X) pc|ug (Y |X ).
(
Xug,Yug

)
∼ pc|ug (X ,Y ) will be

input to cD for adversarial training.
• cD aims at assigning a low score to

(
Xcg,Ycg

)
∼

pcg (X ,Y ),
(
Xug,Yug

)
∼ pc|ug (X ,Y ) and a high score

to (Xl,Yl) ∼ p (X ,Y ),
(
X ′u,Y

′
u
)
∼ pc|u (X ,Y ).

• uD gives
(
Xcg,Ycg

)
∼ pcg (X ,Y ) and Xug ∼ pug (X) a

low score, and gives (Xl,Yl) ∼ p (X ,Y ) and Xu ∼ p (X)
a high score.

We use the least-square loss function in the discriminators,
where 1 and 0 denote high and low scores respectively. Con-
sidering that there are so many players in the I-GAN model,
and there is no direct relationship between the two discrimi-
nators or the two generators, the minimax game does not have
an explicit formulation. So, we show the loss functions of five
players separately.

The loss functions of cD and uD can be defined as:

min
cD

V (cD)

= αE(x,y)∼p(x,y)
[
(cD (x, y)− 1)2

]
+ (1− α)E(x,y)∼pc|u (x,y)

[
(cD (x, y)− 1)2

]
+βEz∼pz(z),y∼p(y)

[
(cD (cG (z, y) , y))2

]
+ (1− β)Ez∼pz(z),(G(z),y)∼pc|ug (x,y)

[(
cD (uG (z) , y)2

)]
(5)
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min
uD

V (uD)

= γE(x,y)∼p(x,y)
[
(uD (x)− 1)2

]
+ (1− γ )Ex∼p(x)

[
(uD (x)− 1)2

]
+ (1− β)Ez∼pz(z),y∼p(y)

[
(uD (cG (z, y)))2

]
+βEz∼pz(z)

[
(uD (uG (z)))2

]
(6)

where E(x,y)∼p(x,y)
[
(cD (x, y)− 1)2

]
and E(x,y)∼pc|u (x,y)[

(cD (x, y)− 1)2
]
represent that cD assigns a high score

to (Xl,Yl) ∼ p (X ,Y ) and
(
X ′u,Y

′
u
)
∼ pc|u (X ,Y )

respectively. α and 1 − α controls the weight of
(Xl,Yl) ∼ p (X ,Y ) and

(
X ′u,Y

′
u
)
∼ pc|u (X ,Y ).

α ∈ [0.5, 1] indicates that original labeled samples is
more important. Ez∼pz(z),y∼p(y)

[
(cD (cG (z, y) , y))2

]
and

Ez∼pz(z)
[
(uD (uG (z)))2

]
mean that cD gives

(
Xcg,Ycg

)
∼

pcg (X ,Y ) and
(
Xug,Yug

)
∼ pc|ug (X ,Y ) a low score

respectively. β and 1 − β control the autocorrelation and
cross-correlation coefficient of the conditional GANs and
the unconditional GANs. In order to enhance the relia-
bility of image-label pairs, cD should pay more attention
to cG and uD should pay more attention to uG, so β ∈
[0.5, 1]. Both α and β depend on experimental environments.
E(x,y)∼p(x,y)

[
(uD (x)− 1)2

]
and Ex∼p(x)

[
(uD (x)− 1)2

]
indicate that uD assigns a high score to (Xl,Yl) ∼ p (X ,Y )
and Xu ∼ p (X) respectively. γ ∈ [0, 1] controls the
weight of (Xl,Yl) ∼ p (X ,Y ) and Xu ∼ p (X). It is
obvious that they are equally important to uD. Assum-
ing that the number of them is Nl,Nu respectively, then
γ = Nl/(Nl + Nu). Ez∼pz(z),y∼p(y)

[
(uD (cG (z, y)))2

]
and

Ez∼pz(z)
[
(uD (uG (z)))2

]
mean that uD gives

(
Xcg,Ycg

)
∼

pcg (X ,Y ) and Xug ∼ pug (X) a low score respectively.
Accordingly, the loss functions of cG and uG can be

defined as:

min
cG

V (cG)

= βEz∼pz(z),y∼p(y)
[
(cD (cG (z, y) , y)− 1)2

]
+ (1− β)Ez∼pz(z),y∼p(y)

[
(uD (cG (z, y))− 1)2

]
(7)

min
uG

V (uG)

= (1− β)Ez∼pz(z),(G(z),y)∼pc|ug (x,y)
[
(cD (uG (z) , y)− 1)2

]
+βEz∼pz(z)

[
(uD (uG (z))− 1)2

]
(8)

These loss functions suggest that the generators try
to fool the discriminators to obtain a high score.
Ez∼pz(z),y∼p(y)

[
(cD (cG (z, y) , y)− 1)2

]
and Ez∼pz(z),y∼p(y)[

(uD (cG (z, y))− 1)2
]
represent that cG aims to make cD

and uD assign a high score to
(
Xcg,Ycg

)
∼ pcg (X ,Y ) respec-

tively. Ez∼pz(z),(G(z),y)∼pc|ug (x,y)
[
(cD (uG (z) , y)− 1)2

]
and

Ez∼pz(z)
[
(uD (uG (z))− 1)2

]
mean that uG tries to make cD

and uD give
(
Xug,Yug

)
∼ pc|ug (X ,Y ) and Xug ∼ pug (X) a

high score respectively.

The classifier adopts a cross-entropy loss function for the
labeled images. For the unlabeled images, we apply the adver-
sarial loss to Xug ∼ pug (X) instead of Xu ∼ p (X) to avoid
the problem where correct image-label pairs are regarded as
negative samples by cD. The loss functions of the classifier
can be defined as:

min
C

V (C) = <l + αcg<cg

+ k (1− β)Ez∼pz(z),(G(z),y)∼pc|ug (x,y)

×

[
(cD (uG (z), y)− 1)2

]
(9)

where <l = E(x,y)∼p(x,y)
[
− log(pc(y| x)

]
and <cg =

E(x,y)∼pcg(x,y)
[
− log(pc(y| x)

]
denote the cross-entropy loss

calculated by (Xl,Yl) ∼ p (X ,Y ) and
(
X ′cg,Y

′
cg

)
∼

pcg (X ,Y ) respectively. αcg ∈ [0, 1] controls the importance

of
(
X ′cg,Y

′
cg

)
∼ pcg (X ,Y ) relative to (Xl,Yl) ∼ p (X ,Y ).

Ez∼pz(z),(G(z),y)∼pc|ug (x,y)
[
(cD (uG (z) , y)− 1)2

]
is the adver-

sarial loss, which represent that the classifier aims tomake cD
assign

(
Xug,Yug

)
∼ pc|ug (X ,Y ) a high score.k denotes the

attenuation of the adversarial loss to least-square loss. Both
αcg and k depend on experimental environments.

C. PROPOSED ARCHITECTURE
In this section, we introduce the specific architecture of each
player and several techniques used in I-GAN, where the size
of the image is 64×64. Fig. 3(a) shows the architecture of the
discriminators. cD and uD have similar architectures. They
consist of three convolution layers and two full connected
layers. The input is a 64×64×1 grayscale image. The output
is the score assigned by the discriminator. The kernel size,
channel number, convolution stride and activation function
are illustrated in Fig. 3(a). The difference between cD and uD
is that only cD adds label information to each layer. Fig. 3(b)
shows the architecture of the generators. cG and uG have
similar architectures. They consist of one full connected layer
and four deconvolution layers. The input is 100-dimensional
Gaussian noise. After the full connected layer, the input is
reshaped to make up a 4×4×512 feature map. The difference
between cG and uG is that only cG adds label information to
each layer. Fig. 3(c) shows the architecture of the classifier,
which consists of three convolution layers and three full
connected layers.

In order to improve the stability of image generation and
the accuracy of recognition, several practical techniques are
used in our algorithm. The dropout is added to the hidden
layer of the discriminators, the generators and the classifier
to alleviate over-fitting. The instance normalization is used in
the convolution layer of the discriminators and the generators.
The batch normalization is used in the fully connected layer
of the classifier and the generators. The Gaussian noise is
added to the input of the discriminators and the classifier to
enhance system robustness. The learning rate of the discrim-
inators, the generators and the classifier decreases exponen-
tially in each epoch.
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FIGURE 3. The architecture of the discriminators, the generators and the classifier. (a) cD and uD; (b) cG and uD; and (c) The classifier. Conv,
Deconv, and Fc denote 2Dconvolution layer, 2Ddeconvolution layer, and fully connected layer respectively.

Algorithm 1 shows the whole procedure of training the
I-GAN and the iteration of the semi-supervised network,
where θcd , θud , θcg, θug, θc denote the trainable parameters
of cD, uD, cG, uG, and the classifier respectively.

Algorithm 1 Training of the I-GAN
for number of training iterations do

1. Sample a mini-batch of z ∼ pz (z) and y ∼ p (y)
2. cG outputs

(
xcg, ycg

)
∼ pcg (x, y), and uG outputs

xug ∼ pug (x)
3. Sample a batch of xu ∼ p (x)
4. The classifier inputs xu ∼ p (x) and xug ∼ pug (x), and
outputs (xu, yu) ∼ pc|u (x, y) and

(
xug, yug

)
∼ pc|ug (x, y)

5. Select half of
(
xcg, ycg

)
∼ pcg (x, y) and

(xu, yu) ∼ pc|u (x, y) with high confidence by cD and the
classifier respectively
6. Sample a batch of (xl, yl) ∼ p (x, y)
7. Compute the loss functions and the gradient
8. Update cD, uD, cG, uG, and the classifier in order along
their stochastic gradient:

∇θcdV (cD) ,∇θudV (D) ,∇θcgV (cG) ,∇θugV (G) ,∇θcV (C)

end for

IV. EXPERIMENTAL SET-UP
The MSTAR dataset is derived from the Defense Advanced
Research Project Agency (DARPA) and the Air Force
Research Laboratory (AFRL), which contains 0.3m∗0.3m
resolution’s SAR images obtained from X-band,
HH-polarized and bunching mode sensors [44]. Ten classes
of vehicle targets are used in our experiment: 2S1, ZSU234,
BMP2, BRDM2, BTR60, BTR70, D7, ZIL131, T62, and
T72. These targets are widely used in SAR image recognition.
Their SAR images and the corresponding optical images are
shown in Fig. 4.

In the experiment, we extract the areas of 64 × 64 pixels
in the center of the original images for training and recogni-
tion tasks. The training set contains 2747 SAR targets under

TABLE 1. Details of our training set and test set.

TABLE 2. Partitions of the training set.

a 17◦ depression angle and the test set contains 2425 SAR
targets under a 15◦ depression angle. The generalization abil-
ity of the model can be verified by using different depression
angles in the training and testing sets. Table 1 lists the details
of each class.

In our semi-supervised experiment, we choose part of
images in the training set as the labeled data and the rest in
the training set as the unlabeled data. In order to verify the
generation and recognition performance of the I-GAN under
different numbers of labeled samples, we select 10, 20, 40 and
60 SAR images per class as labeled data respectively. Table 2
shows the partitions of the training set. It should be noted that
we only perform one random selection in all the experiments
based on the same number of the labeled SAR images, which
means that the same labeled SAR images are used in all the
experiments. It can reduce the influence of the training set’s
partitions on the experimental results.
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FIGURE 4. Optical images and SAR images of 10 classes of vehicle objects in the MSTAR database.

FIGURE 5. The generated images from the conditional generator with the increase of the training time:
(a) 600 labeled samples; (b) 100 labeled samples.

Our main configuration of the computer is: CPU: Intel(R)
Xeon(R) E5504, GPU: GTX1070, operating system: Ubuntu
16.04, running software: Python 2.7, Tensorflow 1.1.0.

V. RESULTS AND DISCUSSIONS
A. IMAGE GENERATION
In the I-GANmodel, we design two generators with different
functions. Only cG can generate fake SAR images based
on different categories. Because the labeled samples are far
fewer than the unlabeled samples in our experiments, training
cG is difficult. The fake SAR images generated by cG in
the training process are shown in Fig. 5, where the numbers
of the labeled SAR images are 600 and 100 respectively.
It can be seen that before the 500th epoch, the quality of
the generated images gradually improves with the training

proceeding, and cG with more labeled samples has better
performance. In the last 500 epochs, it is difficult for humans
to distinguish the difference between the real and generated
images. We only show the generating process of these two
sample sizes because they use the most and the least labeled
samples, corresponding to the best and the worst experimen-
tal results respectively.

In order to verify that our cG can control the categories of
the generated images, Fig. 6 shows the generated images class
by class in the 1000th epoch with 600 labeled samples.

Classical evaluation of the SAR image generation is often
based on subjective evaluation. As the commonly used
metrics, Inception score (IS) and Fréchet Inception dis-
tance (FID) rely on the inception network pretrained using
the ImageNet dataset. They are not appropriate to evaluate
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FIGURE 6. The generated images of 10 classes in the 1000th epoch.

the quality of SAR image generation. In addition, the method
of adjusting the image size by bilinear interpolation in IS and
FID may damage the scattering characteristics of the SAR
images. Because of the limitations of IS and FID methods,
we utilize the GAN-train and the GAN-test proposed in [45]
to evaluate the quality of the generated images. To introduce
the GAN-train and the GAN-test, we first define the dataset
composed of the generated images as Dg, the SAR image
dataset for training the GANs as Dt, and the validation set of
the SAR images as Dv. Dt and Dv are identical to the training
and the testing sets presented in Section IV respectively. The
GAN-train and the GAN-test need an extra classifier as a
rater. To distinguish it from the classifier used in the I-GAN,
its architecture is shown in Fig. 7. The GAN-train is the
classification outcome trained on Dg and tested on Dv. The
GAN-test is the classification outcome trained on Dt and
tested on Dg. [45] reports that GAN-test evaluates the sim-
ilarity between the distributions of the generated image-label
pairs and those of the real image-label pairs. The GAN-train
mainly evaluates the diversity of the generated images, but
the difference between the distributions of the generated
image-label pairs and those of the real image-label pairs can
also affect the GAN-train. Since Dg andDt have the same dis-
tribution’s expectation, theGAN-test is straightforward. If the
GAN-test is significantly low, the GANs does not capture the

FIGURE 7. The extra classifier used in GAN-train and GAN-test.

features in Dt properly. If the GAN-test is significantly high
while the GAN-train is significantly low, the mode collapse
problem occurs in the GANs training. In addition, the GAN-
train is related to the size of Dg. When the size of Dg is
small, the GAN-train will be low and significantly influenced
by the randomness of the generated data. As the size of Dg
increases, the GAN-train gradually increases and converges.
Therefore, the size of Dg should be large enough in the
evaluation. To determine the appropriate size of Dg on the
MSTAR dataset, the relationship between the size of Dg and
the GAN-train of the I-GAN is shown in Fig. 8. It seems that
the GAN-train converges when the number of the generated
images in Dg exceeds 3000. Hence, our following experiment
is based on Dg composed of 9000 generated images to ensure
that the GAN-train is in the convergence region. In addition,
the number of the generated images in each class is equal in
our experiments.

FIGURE 8. The GAN-train of the I-GAN under different sizes of Dg.
Different curves represent the I-GAN trained by different number of
labeled SAR images.

Table 3 shows the GAN-train and the GAN-test of the
C-GAN, the AC-GAN, the Triple-GAN and our method.
It should be emphasized that although Dt contains 2747 SAR
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TABLE 3. The GAN-train and the GAN-test of the C-GAN, the AC-GAN, the Triple-GAN, and our method under different partitions of the training dataset.

images, only part of the samples are labeled. We have illus-
trated the partitions of the training set in Table 2. As super-
vised generation models, C-GAN and AC-GAN are trained
only with the labeled samples. The Triple-GAN and our
method are trained with both labeled and unlabeled samples.
The training parameters and the architecture of the classifier,
the discriminator as well as the generator used in all methods
are the same. In addition, all of the methods are based on
least-square loss function.

In the experiment with 100 labeled SAR images, the
GAN-test of our method is 98.53%, but the GAN-train is
73.61%, far higher than the other methods. The generated
images of I-GAN have better diversity because the unsuper-
vised GANs and co-training model help the feature extraction
performance under a small number of the labeled samples.
At the same time, as a few incorrect image-label pairs are
regarded as the positive samples by cD in the co-training
model, cG outputs a small number of SAR images with
wrong labels, which influences the GAN-test. Although the
GAN-test of the other methods is higher, their GAN-train
is far less than the proposed, which means the diversity
of the generated images is quite low and mode collapse
occurs. As the number of the labeled samples increases, the
GAN-test of our method increases rapidly. That is because
the pseudo label given by the classifier becomes more accu-
rate using the co-training model. While the C-GAN and
Triple-GAN only rely on the labeled images as positive sam-
ples, their GAN-test do not increase significantly. In all the
experiments, the GAN-test is generally high, because the
DCNN architecture and the least-square loss function can
ensure the stability in the training process. The GAN-train
of our method is prominently higher than those of C-GAN,
AC-GAN and Triple-GAN, as the semi-supervised genera-
tion method learns the features of the unlabeled SAR images
and increases the diversity of the generated images. Although
the Triple-GAN is also a semi-supervised generation model,
its GAN-train tends to be lower than that of the C-GAN
when the number of the labeled samples decreases. This is
because only the labeled SAR images are treated as positive
samples in the Triple-GAN model, and some correct image-
label pairs regarded as negative samples by the discriminator,
resulting in poor results. Therefore, the method proposed in
Triple-GAN has little help to the diversity of the generated
images, while our semi-supervised generation method can

better capture the features of the unlabeled SAR images. The
classifier of the I-GAN is trained with both of the generated
images and the real images in our co-training model, and
higher GAN-train can directly enhance the final recognition
performance.

As described in this paper, generation of better images in
I-GAN are mainly attributed to two semi-supervised learning
strategies compared with the Triple-GAN. To begin with,
we add unconditional auxiliary GANs so that cG can learn
features from unlabeled samples. Due to the unconditional
GANs, we solve the problem of many correct image-label
pairs being treated as negative samples by cD. This is due
the discriminators only assigning a low score to the gen-
erated images in our model. The second improvement is
the co-training between conditional GANs and the classi-
fier. We select high-confidence unlabeled SAR images to
form positive samples of the conditional discriminator. Since
we increase the positive samples for the conditional GANs,
our semi-supervised method can achieve higher GAN-train
with insufficient labeled samples. Apart from the two strate-
gies, we replace the cross-entropy loss function with the
least-square loss function. We implement the ablation exper-
iments with 100 and 200 labeled samples because the
difference is more prominent as the labeled samples are
fewer. Table 4 shows the GAN-train details and verifies the
effectiveness of the improvement aspects. T, L, U, C, and Imp
denote Triple-GAN, least-square loss, unconditional GANs,
co-training, and improvement respectively. As can be seen,
although it has been proved in [38] that least-square loss
function is better than cross-entropy loss function, the per-
formance of T + L is also limited by insufficient labeled
samples. Since our two semi-supervised learning methods
can utilize the unlabeled samples more effectively, their supe-
riority is more significant. From the results of the ablation
experiments, the unconditional GANs can be seen to address
the problems in Triple-GAN. The co-training is successful to
make the GAN-train achieve substantial outcomes.

It should be noted that due to the limitation of the number
of the labeled samples and the feature extraction ability of the
GANs, the quality of our generated imagemay still be inferior
to that of the real SAR images. However, the experiment for
the GAN-train and the GAN-test indicates that our generated
images can fool a common DCNN classifier significantly.
Under 600 labeled samples, we can achieve 96% recognition
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TABLE 4. The GAN-train in ablation experiments under 100 and 200 labeled samples.

FIGURE 9. Error rate curves of I-GAN trained with different numbers of
the labeled SAR images.

accuracy for real SAR images using the classifier only trained
with the generated images, and 99% recognition accuracy for
the generated images using the classifier only trained with the
real SAR images. Even if our generated imagesmay not reach
the level of the real SAR images, we can still use them as a
supportive tool to train the classifier. In this case, our gen-
erated images are more practical than the traditional model.
Considering that the quality of the generated images may be
lower than that of real images, and that there are a small
number of image-label pairs mismatched in the process of
training, instead of directly sending

(
Xcg,Ycg

)
∼ pcg (X ,Y )

and (Xl,Yl) ∼ p (X ,Y ) into the classifier, we adopt three
measures: (1) We only select half of

(
Xcg,Ycg

)
∼ pcg (X ,Y )

which cD assigns a higher score than the others to the classi-
fier; (2)We ensure the importance of

(
X ′cg,Y

′
cg

)
∼ pcg (X ,Y )

relative to (Xl,Yl) ∼ p (X ,Y ) through the hyperparameter
αcg in the loss function of the classifier; (3) We use different
Gaussian random noise and labels to generate new images in
each iteration, so every wrong image-label pair can only be
used at most once.

B. RECOGNITION RESULTS
In this section, we first show the error rate curves of the
I-GAN under different numbers of the labeled SAR images
in Fig. 9 to observe the learning process of the classifier in

I-GAN model. Each curve is averaged by 10 times training.
To make the curve convenient to be observed, we only show
the epochs from the 15th to 1000th.

We compare the recognition accuracy of the I-GAN and the
Triple-GAN [15] to verify the effectiveness of our proposed
method. For fair comparison, the network’s architecture and
the training parameters used in Triple-GAN are the same as
those of our method. The average recognition accuracy and
the features visualization by T-SNE [46] are shown in Table 5
and Fig. 10 respectively.

To further analyze the performance of the two models,
we calculate the Kappa coefficient [47] and the training
time, which are shown in Table 6. The Kappa coefficient is
generally used to measure the consistency between the model
results and the actual results. It is defined as:

κ =
p0 − pe
1− pe

(10)

where p0 denotes the relative observed agreement between
the output of the classifier and the real label. pe is the hypo-
thetical probability of the chance agreement. κ ∈ [−1, 1],
the closer κ is to 1, the better the agreement between the
model and the actual results is.

It can be seen that the Average accuracy, Overall accuracy
and Kappa coefficients of the I-GAN are higher than those
of Triple-GAN in all the experiments. That is because in the
Triple-GAN model, the conditional GANs helps to train the
classifier, but the classifier is not helpful to the conditional
GANs. However, co-training model is used for linking the
classifier with conditional GANs in our method. In addition,
the correct image-label pairs regarded as negative samples
exacerbates the mode collapse problem in the Triple-GAN
model, while our cD only assigns a low score to the generated
imageswith the help of the unconditional GANs. So, the qual-
ity of the generated images in our method is higher than that
of the Triple-GAN, which makes the classifier to be of better
performance. As to time consumption, since the framework
of the I-GAN is more complex than that of the Triple-GAN,
the I-GAN needs more training time in all the experiments.

We also compare the recognition performance of our
method with that of the other semi-supervised methods,

VOLUME 7, 2019 114009



F. Gao et al.: I-GANs: Semi-Supervised SAR Target Recognition

TABLE 5. The recognition accuracy (%) of the Triple-GAN and our method under different partitions of the training dataset.

FIGURE 10. Features generated by t-SNE: (a) Triple-GAN (b) I-GAN. Different colors denote different categories. The number of the
labeled samples is attached to each picture.

including the Mean Teacher [48], the Virtual Adversar-
ial Training (VAT) [49], the Improved-GAN [12], and the
Bayesian-GAN [43]. The Mean Teacher takes the moving
average of the student classifier’s parameters as the teacher
classifier’s parameters, and adds the difference between the
outputs of the two classifiers into the loss function. The VAT
adopts the idea of adversarial training, and requires the clas-
sifier to make the same prediction before and after applying

adversarial noise. The Improved-GAN changes the architec-
ture of the discriminator used in the standard GANs, which is
applied to the recognition task. The Bayesian-GAN proposes
a practical Bayesian formula and applies the GANs to end-to-
end unsupervised learning and semi-supervised learning. The
architecture of the classifier in the traditional semi-supervised
learning method is the same as that used in our method.
The Adam optimizer is adopted in the classifier, where the
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TABLE 6. The Kappa coefficient and the training time of the Triple-GAN method and our method.

TABLE 7. The recognition accuracy (%) of the Mean Teacher, the VAT, the Improved-GAN, the Bayesian-GAN, and our method with different numbers of
the labeled SAR images.

FIGURE 11. ROC curves of Mean Teacher, VAT, Improved-GAN, Bayesian-GAN, and our method. (a) 100 labeled samples; (b) 200 labeled samples;
and (c) 400 labeled samples.

learning rate is initialized at 0.001 and decreases exponen-
tially. The architecture of the generator and the discriminator
of the method based on GANs are the same as that of our
method. The Adam optimizer is adopted for the generator
and the discriminator, where the learning rate is initialized
at 0.0002 and decreases exponentially. The recognition accu-
racy of each method under different sample sizes is shown in
Table 7. Each experiment is repeated for 10 times.

As can be seen in Table 7, the recognition accuracy of
all the methods is improved with the number of the labeled
SAR images increasing. The recognition performance of
our method is better than that of the other methods. The
fewer labeled SAR images, the more significant difference of
the recognition performance. Compared with the traditional
semi-supervised method, the GANs-based method can learn
the features of the unlabeled samples and generate more data
to train the networks. We analyze and address the problems in
the traditional GANs model, thus the I-GAN achieves higher

recognition accuracy. In the experiment with 600 labeled
samples, the recognition accuracy of our method can achieve
98.30%, close to the level of some supervised methods which
use all 2747 labeled SAR images. That is because our I-GAN
model can generate high-quality images to train the classi-
fier through the semi-supervised learning. In the experiment
with only 100 labeled samples, it is a challenge to train
and obtain the best network parameters. The over-fitting of
the supervised learning is severe, and the performance of
many semi-supervised methods degrades rapidly due to the
insufficient utilization with the unlabeled SAR images. Our
method can still reach 76.85% under this condition, while
the Improved-GAN is only of 57.52%. This indicates that
although our method has a complex framework with many
parameters, our method does achieve well.

To further compare the generalization capability of the
I-GAN with that of the other methods, we plot the receiver
operating characteristic (ROC) curves. As shown in Fig. 11,
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the area under curve (AUC) of all the methods improve
and tend to 1 with the number of the labeled SAR images
increasing. Our method achieves better AUC compared with
the other methods. The difference is more significant to dis-
tinguish under 100 and 200 labeled samples. The high-quality
generated images help to achieve a larger true positive rate
(TPR), which enables our method to achieve better AUC.

VI. CONCLUSION
This paper has presented a novel 5-player semi-supervised
GANs model for SAR image generation and recognition.
In this framework, we combined the ability of the uncon-
ditional GANs for unsupervised feature extraction and the
ability of the conditional GANs for supervised image-label
matching. The separation of the discriminator and the clas-
sifier enables them to adopt different loss functions and
learning rates, so they can maintain their own performance
and assist each other simultaneously. Experiments on the
MSTAR dataset have verified that the joint training among
the five players can improve the feature extraction ability of
the network efficiently under the insufficient labeled SAR
images. Our model can generate high quality SAR images by
category, which is a feasible tool to train the classifier. There-
fore, our classifier has achieved the state-of-the-art recogni-
tion performance compared with the other semi-supervised
learning methods.
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