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Abstract 

Multi-hop ad-hoc routing is a challenging issue, be-
cause of the dynamic network topology, and limited 
capabilities of resource-constrained mobile devices. This 
paper proposes a metric-driven clustering organisation of 
participating nodes which provides an effective way to 
reduce network overhead, in contrast to traditional flood-
ing methods. This novel method creates a network 
backbone for data routing and location management, 
which is composed of the fittest nodes. The key metrics 
are: mobility, buffering capabilities, throughput, network 
state, utilisation, and battery reserves. The paper presents 
the overall agent-based model, and describes the adapta-
bility of the cluster-head metrics, and the automated 
reconfigurability of an ad-hoc network. 

1. Introduction 

Recent advances in technology provided the ground 
for highly dynamic, mobile, infrastructure-less networks, 
namely, ad-hoc networks. These are typically formed on a 
temporary basis, and, thus, they do not have a fixed infra-
structure that nodes could rely on for location 
management and data routing. With this, nodes have to 
create their own structure in a dynamic way, and use their 
wireless interfaces for forwarding data packets to the next 
hop, along a multi-hop manner, and also participate 
equally in the tasks delegated to them by the ad-hoc rout-
ing protocol. 

Despite their enormous benefits, such as in military 
operations, disaster relief, and commercial applications, 
the full potential cannot be reached unless certain issues 
are resolved. These mainly involve routing, as the lack of 
an infrastructure imposes a heavy burden on mobile de-
vices that must maintain location information, and route 
data packets, in a multi-hop manner. Specifically, typical 
ad-hoc routing devices, such as Personal Digital Assis-
tants (PDAs), are limited in respect to the available 
throughput, life-time, and performance, that these may 
provide, as routing elements [1, 2]. 

Traditional ad-hoc routing methods, initially designed 
for fixed networks, such as link-state [3] and distance 

vector [4], are typically based on the shortest path calcu-
lation [5], where each node applies a shortest path 
algorithm from itself to all other destination nodes, and 
transmits its data packets through the shortest route. 
However, routing protocols for fixed networks have not 
been specifically designed to provide the dynamic and 
self-organisation which is required for mobile ad-hoc 
networks [6]. 

In general, ad-hoc routing protocols can be categorised 
by the way they maintain routing information. For exam-
ple, routing protocols which maintain routing information 
for each node on the network, at all times, can be catego-
rised as proactive, while protocols which discover routing 
information only when it is required, can be categorised 
as reactive. A third category is hybrid, which shares 
common characteristics with proactive and reactive. 

The main disadvantage of the proactive approach is 
that each device is required to store large routing tables in 
its memory, and often produces high network overhead 
by periodically exchanging frequent routing updates. 
Thus, proactive routing protocols introduce scalability 
problems, as large amounts of data are often broadcasted. 
The on-demand methods aim to reduce the high network 
overhead imposed by the proactive methods. Network 
nodes only react when a route is required between a 
source and a destination node, and there is no need to 
maintain routes to destinations in which they are not 
communicating with. The reactive method has been 
proven to be simpler, and more efficient and scalable, in 
comparison to the proactive method. However, it can in-
troduce high-latency, as a node is required to initiate the 
route discovery process each time a data packet needs to 
be transmitted to a destination for which the node does 
not have a route. Hybrid routing protocols aim to increase 
scalability, and, at the same time, reduce the on-demand 
route discovery overhead. Protocols in this category nor-
mally organise the network into a number of logical 
structures, such as zones, trees, or clusters, where, at each 
structure, nodes exchange routing information proac-
tively, while they initiate route discovery for distant 
nodes, that is, for nodes that do not belong to the same 
domain. An extensive review of multi-hop routing proto-
cols can be found in [7]. 

This paper proposes a metric-driven clustering forma-
tion approach, which is a modification of the standard 
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lowest-ID algorithm [8], and aims to reduce frequent re-
clustering, as well as, protect the devices’ vital resources, 
especially resource-constrained ones. Most importantly, 
the proposed approach is self-organised, and adaptable to 
dynamic environmental changes, in addition to dynamic 
changes of the internal state of participating nodes, such 
as battery remains, utilisation, network state, and so on. 

The rest of this paper is organised as follows. Section 
2 compares flat with cluster-head routing structured pro-
tocols, and evaluates the benefits of the proposed metric-
driven cluster-head approach. Section 3 describes station-
ary and mobile agents, and their applicability to wireless 
networks, especially multi-hop ad-hoc networks. Section 
4 presents the overall agent-based model, the cluster-head 
metrics, and defines the reconfigurable and adaptable 
nature of the proposed metric-driven routing protocol. 
Section 5 concludes the paper and presents the future 
work.

2. Clustering formation 

In respect to ad-hoc networks, clustering formation re-
fers to the process which imposes a logical structure or 
hierarchy to an otherwise disoriented network, where 
mobile nodes are grouped into overlapping or/and adja-
cent clusters. A cluster-head is elected in order to provide 
coordination of data transmissions within its own cluster. 
The wireless range of a cluster-head defines a cluster, and 
thus every node within its transmission range belongs to 
the cluster. Therefore, every node within a cluster can 
communicate with the cluster-head, and, possibly with 
each other. Nodes which are situated in the edges of two 
or more clusters are called gateways and are responsible 
for inter-cluster routing. A cluster-head ad-hoc routing 
protocol can take advantage of the clustering formation, 
and, thus, efficiently minimise the flooding traffic during 
route discovery by allowing packets to be routed along a 
repeated sequence of alternating cluster-head and gate-
way node pair(s).  

As an example, the communication complexity (CC) 
for route-discovery and route-maintenance in CBRP [9] is 
O(2X) and O(2A), respectively, where X is the number of 
clusters and A is the number of affected nodes, whereas 
the CC in AODV [10] is O(2N), where N is the total num-
ber of nodes in the network [7]. In addition to reducing 
network overhead, the cluster-head structure may also 
provide a convenient framework for the development of 
important features such as wireless channel separation 
(among clusters), routing, and bandwidth allocation [11]. 

Two fundamental clustering algorithms have been ini-
tially proposed in the literature: lowest-ID [12]; and 
highest-connectivity [13], and they have both been later 
revised in [8]. According to the lowest-ID algorithm, the 

node with the lowest ID among its neighbours is elected 
as a cluster-head, that is, a unique number, such as the 
node’s IP address, whereas, according to the highest con-
nectivity, the node with the most mutual bi-directional 
links among itself and its neighbours is elected as a clus-
ter-head. The authors in [11] have shown that, in most 
cases, the lowest-ID algorithm performs better than the 
highest-connectivity in terms of cluster stability. In addi-
tion, they proposed a modified version of the lowest-ID, 
which results in least cluster-head changes (LCC). 

2.1. Metric-driven clustering 

The standard lowest-ID and highest connectivity algo-
rithms do not incorporate mobility factors, which can 
significantly influence the stability of clusters, and should 
thus be a key factor in clustering formation. In other 
words, nodes with high mobility patterns should not be 
chosen as cluster-heads, as their rapid movements may 
result in frequent cluster rearrangements. A study which 
proposed the usage of mobility metrics for cluster forma-
tion and selection can be found in [14]. The authors 
proposed a novel mobility metric, called MOBIC, which 
is based on the ratio of power levels due to successive 
receptions at each node. The calculation of the MOBIC 
metric does not involve a GPS, and generally assumes 
that any signal strength measured by a receiving node, 
PxPr, directly indicates the distance between the transmit-
ter and receiver node pair. Although this method cannot 
be used to accurately measure distance in a real-life ap-
plication, successive power measurements of two or more 
consecutive transmissions from a neighbouring node may 
allow the calculation of the relative mobility between the 
nodes. Simulations proved that the use of MOBIC, as a 
cluster-head metric (CHM), can reduce the rate of cluster-
head changes by 30% when compared to the standard 
lowest-ID algorithm.  

However, mobility criteria alone do not guarantee that 
the elected cluster-heads will be fit enough to cope with 
demanding intra-cluster routing and location manage-
ment. A good example lies on resource-constrained 
devices, such as PDAs, which typically provide low 
throughput, have low buffering capabilities, are battery-
driven, and, can thus, easily, become performance bottle-
necks [1, 2]. Thus, factors such as these should be 
incorporated to the cluster-head metric. With this, low 
performance devices with high mobility patterns will not 
be used as cluster-heads, unless there are no other fitter 
nodes. In addition, the CHM must be adaptable to changes 
in mobility patterns, as well as to changes in the device’s 
internal state, such as utilisation, battery reserves, and so 
on. Furthermore, the CHM should be reconfigurable, that 
is, accurate weighting should be applied to each factor, 
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according to the requirements imposed by different net-
work topologies. 

3.  Intelligent software agents 

Software agents are distinguished from normal pro-
grams, due to the agents’ abilities to execute in distributed 
heterogeneous computing environments, and their ability 
to automate user-tasks [15]. The authors in [16] suggest 
that intelligent agents typically perform three functions: 
sense the environment they live in; reason about the envi-
ronment; and perform actions that affect the environment. 
The authors in [17] propose that intelligent agents typi-
cally have characteristics, such as: autonomy, that is, they 
can operate without any direct intervention from humans 
or other software; social ability, that is, they communicate 
with other agents; reactivity, that is, they sense their envi-
ronment and perform actions based on this knowledge; 
and pro-activeness, that is, they are goal-oriented. 

A mobile agent is an entity that inherits some, or, all 
characteristics of an intelligent agent, and, in addition, it 
has the ability to initiate its own migration, that is, its data 
state, code, and possibly, its execution state, and thus 
transfer itself to another agent-enabled host and resume 
execution on the new host. The authors in [18] suggest 
that mobile agents act on behalf of their user, as well as 
other software entities, that need their services, and 
should thus be kept fully responsible for their mobile 
agents' actions, as the autonomy of agent migration is an 
issue that may raise security concerns. The authors in [19] 
suggest that a mobile agent usually knows its user’s pref-
erences and problem-solving techniques in a specific 
context, which then efficiently implements in an auto-
mated manner. The authors in [20], as well as in [15], 
identified mobile agent essential models, which include: a 
life-cycle model; a computational model; a security 
model; a communication model; and, finally, a navigation 
model. 

The mobile agent paradigm greatly differs from the 
traditional client-server communications model. As 
shown in Figure 1, in the client-server case, the client 
requests a service from the server, and the server replies 
back with the results, whereas, in the mobile agent case, 
the actual computation is transferred to the server com-
puter, and all interactions are performed locally. By 
moving the computation close to the needed resources, 
mobile agents can reduce communications that would 
otherwise take place over the network, and thus reduce 
bandwidth and latency requirements. In addition, mobile 
agents can encapsulate protocols, execute asynchronously 
and autonomously, use parallel processing, adapt dynami-
cally, and are robust and naturally heterogeneous [21]. 
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Figure 1. Client-server model versus the mobile 
agent paradigm 

3.1. Mobile agents in wireless networks 

As previously discussed, mobile agents offer a set of 
additional features than traditional methods, which makes 
them ideal for a large number of applications, such as 
information retrieval [22], network management [23], e-
commerce [24], intrusion detection [25], collaborative 
applications [26], and mobile computing [27]. Although, 
none of the proposed applications require the use of mo-
bile agents [20], their usage can contribute to a simpler, 
and, more effective, development of these distributed 
applications [28]. Mobile, or wireless computing, is the 
most frequently proposed application area of mobile 
agent technology, due to two important features [29]: 

Task continuation. An agent can autonomously mi-
grate to a server and continue its processing task, 
while the user can disconnect from the network. 
Minimal connection use. The agent can pre-process 
information locally, at, either the server, or the mo-
bile device, and thus reduce network overhead which 
would otherwise be required for large data transmis-
sions. 

Despite the enormous benefits of multi-hop ad-hoc 
networks, such as the ability of a user to access informa-
tion in an anytime-and-anywhere manner, they have a 
number of inherent problems, including: channel unreli-
ability; frequent disconnections; network protocol errors; 
limited and variable throughput; dynamic network topol-
ogy; resource-constrained nodes; and ambiguous routing. 
Mobile agents are robust over unreliable network links, 
that is, they sense the connection status, and initiate their 
self-migration when the destination is reachable. In addi-
tion, they can dynamically create clones, delegate tasks, 
and, finally, dispatch them close to the resources, and 
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thus benefit from parallel execution and local interactions. 
Furthermore, as shown in [30], mobile agents can per-
form intelligent filtering to gathered information, and thus 
reduce network load, a process which could be efficiently 
employed to reduce the size of gathered, redundant rout-
ing information. 

4.  Agent-based, metric-driven clustering 
architecture 

An overview of the proposed cluster-head model is 
presented in Figure 2, which is based on a small-scale 
network topology, and depicts: the metric-driven cluster-
ing formation; the proactive network discovery mobile 
agent approach; the reactive route discovery stationary 
agent approach; and the data structures, which are main-
tained at each node. 

As illustrated, the network is organised into four clus-
ters, that is, cluster A, cluster B, cluster C, and cluster D,
using the nodes' IDs, which are derived by the cluster-
head metrics (see Section 4.1). Clusters A and C intersect, 
as nodes G1 and G2 are directly linked to the clusters' 
cluster-heads R2 and R3. Similarly, clusters B and D inter-
sect, using the node G3, and, clusters C and D intersect, 
using node G4. Although clusters A and B do not inter-
sect, as nodes DG1 and DG2, are not directly linked to 
both clusters' cluster-heads, the pair of nodes DG1 and 
DG2 can be used for inter-cluster routing, and it is thus 
called distributed gateway pair. The proposed clustering 
formation process ensures that each connected node be-
longs to at least one cluster, and that each cluster is linked 
to its adjacent clusters, as long as there is connectivity. In 
addition, as a result of the clustering formation algorithm, 
cluster-heads can be at either 2-hops, or 3-hops away, for 
example, R1 is 2-hops away from R4, whereas, R1 is 3-
hops away from R2.

Each node runs an agency, which provides the execu-
tion environment for stationary and mobile agents, 
whereas, a cluster-head, in addition to the agency, runs a 
region registry, which provides a registration service for 
agencies, stationary and mobile agents, which exist in its 
cluster. The agency and region addresses are assigned by 
the mobile agent system, which are, typically, two strings,
and they consist of: the communications protocol used; 
the node's IP address; the port number, which is different 
for agencies and regions; and the name of the 

agency/region. In addition, each node's agency produces 
an identifier, which is referred as the agency identifier, 
that is, a unique value in a distributed environment. Fur-
thermore, each node has a node address, which is its IP 
address, normally, the IP of its wireless interface. There 
are numerous mobile agent systems, to date, however, 
only a few support resource-constrained devices, such as 
Grasshopper ME [31], which allows the execution of 
agencies, and regions on PDAs.  

Each non-cluster-head node registers to its local clus-
ter-head's region registry, and receives a ticket, where, 
once expired, the node assumes that it is no longer in di-
rect communication range with the cluster-head. As an 
example (see Figure 2), member node M4 has a node-ID 
of 85, which represents its ability to become a cluster-
head, and ranges from zero (strongest) to 100 (weakest), 
whereas, it has a routing-metric of 78, which represents 
its routing ability. In addition, its node address is set to 
the IP address of its wireless interface, whereas the 
agency address incorporates the additional information 
that was previously mentioned. 

Each node is required to broadcast its Neighbouring 
Node Table (NNT), which consists of the nodes, that is, 
the node address and agency/region addresses, a node can 
hear from, including itself, along with the respective 
node-IDs, routing-metrics, and roles. Then, each node 
builds a 2-hop Neighbouring Node Table (2-hop NNT), 
which is deduced from incoming NNTs, and consists of 
the 2-hop topology, from the viewpoint of the node, 
which provides location information about cluster-heads 
that are 2-hops away. For example, DG1 can deduce from 
the NNT broadcasted by DG2, that DG2 is directly linked 
to R2, and, also, that DG2 is a distributed gateway, which 
can provide inter-cluster routing services for cluster A and 
B. However, R1 does not know the existence of cluster A,
yet, as this information cannot be deduced by the NNT 
broadcasted by DG1, and, thus, DG1 is required to broad-
cast its 2-hop NNT, so that cluster-head R1 can learn 
about cluster A. Specifically, each distributed gateway is 
required to broadcast its 2-hop NNT, in addition to, its 
NNT, and thus cluster-heads can obtain knowledge of 
each adjacent cluster-head, that is, cluster-heads which 
are 3-hops away. The information contained in 2-hop 
NNT is: the cluster-heads' node addresses; the cluster-
heads' agency addresses; the distributed gateways' node 
addresses; the distributed gateways' agency addresses; 
and the respective node-IDs and routing-metrics. 
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Figure 2. An overview of the agent-based, metric-driven model 

As previously mentioned, the proposed hybrid method 
incorporates an on-demand route discovery process, 
which is based on stationary agents, and a proactive net-
work topology gathering process, which is based on 
mobile agents. Both approaches coexist, and execute, in 
parallel, and thus mobile agents gather the network topol-
ogy asynchronously, and provide the routing information 
to their cluster-heads, whereas, a node that requires a 
route, assuming that the route does not exist in its cluster-
head's routing table, can independently initiate a route-
request. As an example of the reactive approach, M5 re-
quests a route to M3 from its cluster-head R3, and the 
cluster-head responds back and provides the routing in-
formation, whereas, M2 requires a route to M4, but its 
cluster-head R1 does not have this information, and thus, 
M2 initiates a full-scale route-request. As shown in Figure 
2, the route-request traverses only key nodes, such as 
cluster-heads, gateways, and distributed gateway pairs, 
and, in addition, it travels through all possible paths, 
which excludes the paths that involve multiple gateways. 
For example, the route-request travelled from R2 to R3
through G2 only, as there is no need for the route-requests 
to traverse all possible paths, as this is left to the corre-
sponding route-replies. Furthermore, the route-request 

was routed through G2 and not G1, as G2 has a lower met-
ric than G1, and thus it provides a more reliable path. M4
creates and transmits a route-reply for each incoming 
route-request, and specifies the reverse route that each 
route-request took, which consists of the cluster-head list 
only, as the gateway and distributed gateway information 
is not required, as each cluster-head knows its adjacent 
cluster-heads and the way to reach them. The route-
replies gather the complete routing information, which 
includes all possible routes to M4, as well as, the routing-
metrics of each node along these routes, and, thus, M4 can 
determine the most optimal routing path, in relation to the 
type of traffic it requires to transmit. 

The mobile agents propagate in a similar manner to 
route-requests, that is, they visit each key node in the net-
work by cloning themselves, until a dead-end is reached, 
that is, each key node has been previously visited, or, 
until the horizon is reached, that is, the maximum number 
of hops defined by the cluster-head which initiated the 
proactive network discovery. Then the mobile agents re-
turn back to their originating mobile agent systems, where 
they submit the gathered routing information to their par-
ents, that is, each node's NNT, and then kill themselves. 
The mobile agents gather this information from the clus-
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ter-heads they visit, and before self-migration they intelli-
gently filter relevant information, so as to reduce the size, 
in a similar manner as to the one described in [30].  

4.1. Cluster-head metric 

As previously discussed, the cluster-head metric in-
corporates various key factors which represent the ability 
of a node to undertake cluster-head responsibilities. These 
include: intensive algorithmic calculations; buffering, 
throughput, network error state, CPU utilisation, memory 
usage, battery reserves, and mobility patterns. Factors 
such as nodal utilisation, battery reserves, and mobility 
are especially important in cluster-head selection, as they 
can significantly influence the cluster stability and reli-
ability, and thus more weighting is applied to them than 
the remaining factors. Nevertheless, throughput, buffer-
ing, and network error state are also important, as a 
cluster-head is often required to perform intra-cluster 
routing for its members. The weighting system has been 
initially derived through experimentation, and was then 
verified through simulations, which demonstrated that it 
provides a good configuration. As previously discussed, 
mobility information is assumed to be directly fed into the 
cluster-head metric from MOBIC, while the values of the 
remaining factors are retrieved as presented in [2]. 

The cluster-head metric is thus variable, as it relates to 
changing parameters, such as battery reserves, and so on. 
With this, it is possible that two devices can calculate the 
same node-ID, as a result of very similar hardware char-
acteristics and mobility patterns. However, the lowest-ID 
algorithm in which the proposed clustering formation is 
based, strictly forbids duplicate values. In order to guar-
antee that each device will calculate a fair and unique 
node-ID, a function which generates a unique ID from a 
non-unique value is used. The most attractive approach is 
to multiplex the node’s MAC address, which is guaran-
teed to be unique for each device, with the calculated 
node-ID, in such a way, so as to guarantee the node-ID 
uniqueness and most importantly leave the actual value 
virtually unmodified. An alternative approach would be 
to allow nodes with the same node-ID to re-execute the 
election process, as many times as necessary, so as to 
eliminate the duplicate values. This is likely to be dis-
solved rapidly since a node-ID is linked to various 
frequently changing factors. However, this approach may 
result in increased delays, network overhead, and imple-
mentation of coordination efforts. 

4.2. Adaptability 

The cluster-head metric is based on standard perform-
ance tests which are executed in advance, as well as on 
varying parameters, such as mobility and battery reserves. 

Thus, the resulting metrics are not fixed, and may consid-
erably vary as these parameters change. Specifically, a 
point to infinitive value ( ) is defined, which is allocated 
to key parameters that have reached a critical level. For 
instance, in case that the battery level of a node drops 
below a certain threshold, the battery parameter points to 
infinitive, which results in the overall cluster-head metric 
to point to infinitive as well. Thus, in case that a cluster-
head undertakes a critical change, and, consequently the 
cluster-head metric points to infinitive, the device dis-
cards its role and moves to undecided state. In this 
manner, network nodes are protected from running out of 
vital resources, and thus the routing protocol dynamically 
adapts to devices' critical changes. 

Another example of the protocol’s dynamic adaptation 
can be found in the proactive network discovery process. 
Accordingly, mobile agents that are using the underlying 
topological information to propagate, with purpose to 
retrieve routing information for the defined horizon, can 
dynamically alter their itinerary in case of the destination 
being unreachable, after waiting for a predefined amount 
of time. This problem could occur in situations where the 
ad-hoc network undertakes various frequent changes, 
such as cluster reorganisation, nodal movements, and so 
on. To resolve this, a mobile agent could dynamically 
find an alternative path by examining the currently visited 
node's topology information, such as the node’s NNT, 2-
hop NNT, and NCT. If the agent succeeds, it dynamically 
alters its previously stale routing information with the 
new one, otherwise it kills itself. There is also scope to 
allow mobile agents to initiate reactive route discovery 
processes in order to find a viable routing path that leads 
to the desired destination. However, it may be omitted 
because of concerns that this could lead to increased net-
work overhead, especially in situations where the ad-hoc 
network is highly mobile. 

4.3. Reconfigurability 

As every entity in the proposed method is deployed as 
either a stationary or a mobile agent, reconfigurability can 
be achieved by external on-demand reconfiguration 
agents. Specifically, authenticated mobile agents carrying 
protocol updates in their payloads can be dynamically 
dispatched in the ad-hoc network in order to automati-
cally update or replace certain protocol components, or to 
reconfigure the protocol in such a way so as to adapt in 
various environmental changes. 

The main advantage of this strategy is that it eliminates 
the need of manual update installations. Particularly, in a 
routing protocol implemented with traditional mecha-
nisms, one would have to gather every mobile device in 
the network and update it separately, while the devices 
should have to be cut-off from the network. This ap-
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proach may not seem particularly difficult when dealing 
with a small-scale ad-hoc network, possibly consisting of 
a few dozens of devices, however, in a large-scale net-
work with possibly a couple of hundred or even thousand 
of devices this is unrealistic. The proposed agent-based 
method provides the fundamental mechanisms to achieve 
efficient and effective reconfiguration, without needing to 
shut down the network, or, even reboot a single device. 
This lies in the agent’s inherent characteristics, such as 
ease of installation and removal, agent communication, 
and mobility.  

As an example, assuming that, a recently developed 
mobile agent is dispatched to replace an existing stale 
clustering agent. The agent is dispatched to the nearest 
node, and finds its way to the cluster-head. Once the 
agent arrives, it clones itself and leaves for the next clus-
ter-head. The cloned agent delivers the credentials of its 
developer and its version number to the guard stationary 
agent. The guard agent then verifies the authenticity of 
the mobile agent and compares its version to the version 
of the current clustering agent. If the authentication is 
successful and the version number is later than the exist-
ing one, the guard agent removes the previous clustering 
agent, and installs the newer one. In this fashion, the up-
to-date mobile agent could visit every single cluster in the 
network, and leave its clone. Updates are then dissemi-
nated from the cluster-head towards its members. 

Another example is a mobile agent which carries an 
update towards the initiation frequency of network dis-
covery mobile agents, as well as the horizon that these 
agents must propagate. For instance, assuming that, by 
default, each cluster-head initiates such a process every 
fifteen seconds, and the horizon is defined as the com-
plete ad-hoc network. However, for certain scenarios, 
such as in highly mobile ad-hoc networks, these meas-
urements may be inefficient, as they may result in 
increased number of hops, taken by the network discov-
ery agents, and, consequently, to increased network 
overhead. Thus, the reconfiguration mobile agent could 
instruct each cluster-head to delay the initiation of the 
network discovery process, or, even discard it until in-
structed otherwise. 

4. Conclusions 
This paper presented the overall model of the proposed 

metric-driven, cluster-head organisation for hybrid multi-
hop routing, which utilises stationary and mobile agents. 
As shown in the model, the stationary agents are respon-
sible for the on-demand nature of the protocol, as they 
can, typically, rapidly react on route demands, while, the 
mobile agents are responsible for the proactive nature, as 
they are, typically, slower in retrieving routing informa-
tion, because of migration, and serialisation time 
requirements. Most importantly, this paper demonstrated 

the use of adaptive metrics, which are used for clustering 
formation and data routing. The metrics incorporate vari-
ous key factors, such as nodal mobility, utilisation, 
network state, throughput, and battery reserves. Accord-
ingly, fitter nodes are chosen to form the network 
backbone, which is responsible for routing and location 
management, whereas, weaker nodes have no such re-
sponsibilities. With this, scalability is increased, as 
opposed to flat-structured routing protocols. 

We are currently evaluating the performance of the 
metric-driven, clustering method and its routing behav-
iour using various performance metrics. These include: 
cluster-head changes, gateway and distributed gateway 
changes, cluster size, and connectivity. 
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