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Abstract—Intelligent transportation systems (ITSs) have become 
popular in recent years as an essential requirement for safer and more 
efficient transportation systems. Internet of Electric vehicles (IoEV) as 
well as their hybrid forms provide an ideal means of supporting 
sustainability within an ITS. The control of charging/discharging of EV 
is still a challenge, despite the tremendous research progress to date 
in the field. In this paper, the use of charging station data and binary 
vectorization are proposed in order to provide timely insights on the 
dynamic behavior of charging processes. A Bag-of-Power-States 
model has been created for similarity measurement of charging 
stations within given time periods. The results of experimentations 
using synthetic data have shown that the proposed Bag-of-Power-
States model is computationally feasible and provides useful results 
for optimizing the scheduling of power supply to charging stations that 
may be located across a wide range of distances, over the same period 
of time. 

 
Index Terms— Sensory Similarities, Bag-of-Power-States, Internet of 

Electric Vehicles, Intelligent Transportation Systems 

 

 

I. Introduction 

UTOMATION along with the quantity and variety of 

technologies within vehicles and the transportation 

industry have constantly evolved over time in recent years, with 

the main driving forces being to ensure utmost safety and 

efficiency of transportation services [1].  

Advancements in sensing technologies, communication 

technologies, and control technologies have resulted in a more 

modern and connected landscape for transportation services, 

resulting in the establishment of Intelligent Transportation 

Systems (ITSs) [2-4]. 

While the benefits of ITS cannot be understated with 

Advanced Driver-Assistance Systems (ADAS), Cooperative 

Adaptive Cruise Control (CACC), Lane Departure 

Warning/Keeping (LDW/LDK), and Collision Avoidance 

Systems (CAS) helping to prevent road accidents and save 

lives, plus efficient routing and traffic management strategies 
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saving time and money, technological advancements present 

new forms of challenges for the automotive industry [5]. These 

challenges include unprecedented levels of data that needs to be 

processed in a timely matter in order to be acted upon, ensuring 

optimal performance of the services, particularly 

communications, while accounting for varying vehicle motions 

and a variety of locations, and providing adequate measures of 

security and privacy of data and infrastructure at all levels both 

within and beyond a vehicle. The use of established and new 

techniques in big data analytics and deep learning models have 

sought to address the increasing amounts of heterogeneous data 

in an ITS as well as improving vehicle control, with the 

introduction of Intrusion Detection Systems (IDSs) into a 

vehicular network [6] and/or improvements in a Vehicular Ad-

Hoc Network (VANET) addressing challenges in security 

issues, privacy leakage and trustworthy threats [7]. 

Electric vehicles (EVs) have emerged as an essential 

component for sustainable transportation systems, with 
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increasing rates of adoption across the globe and a number of 

notable implementations in US and European countries [8-10]. 

The increasing rates of adoption can be attributed to the 

establishment and continual improvement of global standards 

and practices, lowering costs of EV batteries, and reduced 

complexity of charging schemes, all of which has resulted in 

reduced anxiety regarding EVs and their related operations 

[11]. 

This paper aims to provide an approach to addressing 

sustainability in an ITS by optimizing supply of power to 

charging infrastructure in accordance with the dynamic nature 

of the environment within transportation systems, as shown in 

Fig. 1. The research work presented here investigates how the 

use of power consumption obtained from different forms of 

charging substations can provide information on how the 

consumption evolves over time which can be put to use to better 

coordinate delivery of adequate power supply for different 

locations in a timely manner. The proposed method makes use 

of evolving changes in electric power consumption and allows 

for comparison of charging behavior in substations for varying 

intervals of time within a single location, or amongst a set of 

locations. Major contribution of the proposed model is to 

extend the work in a sustainable ITS based on the works 

established in the field of load monitoring, which studies how 

to categorize power consumption among charging stations. 

While the main body of work in this field of study has primarily 

focused on identification of appliance and/device power 

consumption it is the authors’ belief that such an analysis of the 

power consumption can be extended to ITS infrastructure, 

which includes roadside infrastructure and road administration 

infrastructure. Binary encoding of the data is considered in this 

work as the primary means of efficient comparison given the 

high volume of data that will be required to be processed as is 

typical in current ITSs. 

The rest of this paper is organized with following sections. 

Related solutions and research efforts have been discussed in 

Section II, followed by a preliminary section on the concept of 

Operational Taxonomic Units (OTUs), which are the basis for 

the definition of binary similarity and distance measures. 

Section IV presents the proposed research work which includes 

the proposed binary encoding scheme as well as the means for 

quantifying similarities in power consumption across various 

charging substations. Section V provides details on the 

experiments used to evaluate the proposed similarity model, 

and summarizes the findings from the experimentation. Finally, 

the conclusion of the paper as well as potential work to be 

conducted in the future is summarized in Section VI. 

II. RELATED WORK 

A. Overview of Intelligent Transportation Systems 

Improvements to sensor and communications technologies 

have led to enhanced collection practices with data sources 

including GPS, video cameras, sensors, passive sources i.e. 

mobile, internet, and smart cards used for vehicle services [12]. 

Data analytics using Linear Regression [13], Artificial Neural 

Networks (ANNs) [14], Decision Trees (DTs) [15], and k-

means [16] have shown promising results for road traffic 

analysis and flow prediction, planning of public transportation 

and control, personal travel routing services, and asset 

maintenance.  

Deep Learning (DL) models were also increasingly deployed 

to analyze the heterogeneous data and provide meaningful 

information as well viable control actions to be performed by 

people and vehicles [17]. Deep learning has seen wide adoption 

in recent years due to its good performance for solving complex 

non-linear control problems, and good generalization 

performance of deep learning models to new scenarios. 

Different DL-based models (e.g. CNN, RNN, Reinforcement 

Learning, etc.) have shown good performance for various 

problems including vision recognition, image processing and 

motion detection [18-20]. Despite the current success of big 

data analytics and deep learning the dynamic nature of 

transportation system poses significant hurdles that still need to 

be overcome. Data privacy, storage, and processing are still 

largely unsolved in terms of real-time practicality, with deep 

learning models requiring significant amounts of data that 

covers a vast number of scenarios in order to be useful for 

practical and also being resilient to adversarial attacks.  

Reinforcement learning has greatly simplified verification 

and validation of performance of algorithms and models for ITS 

[21-23]; however, there are challenges in the definition of a 

suitable training environment in accordance with real world 

parameters as well as the definition of meaningful reward 

functions for taking multiple actions in a given training, which 

are typical scenarios of ITSs (e.g. slow the car down while 

turning to the left). Therefore, improvement to sensors, devices 

and their communication have directly led to a more sustainable 

system due to high energy efficiency and increased longevity of 

components, particularly in a smarter environment with a wider 

range of heterogonous devices and means of communication. 

While sensing, communications, and control technologies 

have become foundational elements within ITS systems, 

Electric Power and Energy System (EPES) share a similarly 

important role for ITS [24]. Modern EPESs by nature support 

bidirectional flow of both electric power and data, allowing 

more efficient and effective practices for perception and 

control. Harnessing the power consumption data from ITS 

infrastructure presents the means of optimizing power supply in 

order to support ITS operations across various locations. 

 
Fig. 1. Sustainable and Dynamic Nature of EVs in an ITS 
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Furthermore, the introduction of promising Micro-Grid 

architectures (MGs) [25, 26], which can utilize Renewable 

Energy Sources (RESs) that are locally available can enable 

resilience and also geographically extend current ITS 

operations. 

B. Overview of Electric Vehicles(EV) and Vehicle-to-
Grid (V2G) 

EVs, as well as Plug-in EVs (PEVs) have become key 

components of a sustainable ITS, with potential benefits for the 

EPESs through exchange of power using Vehicle-to-Grid 

(V2G) interactions [27]. While V2G is the most promising use 

of EVs, it has currently met with a number of significant 

technical and operational shortcomings, limiting its use in 

practice [28]. V2G interactions are therefore not employed and 

discussed in the work of this paper. 

Two-stage stochastic programming which is an approach 

used to model problems that involves uncertainty, has been 

recently been shown to be a useful technique for solving the 

scheduling problem using the centralized approach [29, 30]. 

Following this approach, corresponding scheduling problems 

were examined and optimized in the context of a renewable 

energy microgrid [31], where the authors demonstrated how 

uncertainties such as EV connectivity could be handled by 

transforming the mathematical model in order to account for the 

updated problem inputs. In addition, Markov Decision Process 

(MDP) [32] and multi-agent systems [33] have been used to 

address the challenges of decentralized scheduling and the 

stochastic nature of EV charging patterns. 

Supervised and unsupervised learning/classification, e.g. K-

means [34], Self-Organizing Map (SOM) [35], Markov models 

[36], Support Vector Regression (SVR) [37] and Decision Tree 

(DT) [38] have been the basis for a majority of research 

approaches to solving clustering of EV load profiles using both 

supervised learning and unsupervised learning. A defining 

factor of these approaches is the complexity of the data that the 

models are trained, ranging from temporal, spatial datasets to 

spatial-temporal datasets. Present research work shows that 

clustering techniques can offer efficient approaches to solving 

the locating challenges of charging stations, and their effective 

expansion. However, different solutions may suffer from 

diverse charging/loading features at clusters, as such major 

obstacle still needs to be overcome. 

Dynamic programming (DP) has been a key general baseline 

approach for solving problems related to EV charging (and EV 

tasks in general), with the charging activities of EVs being 

restated in the form of an optimization problem. The use of DP 

and historical data was explored and discussed in order to 

produce data-driven models that can make optimal EV charging 

decisions in real-time [39]. The authors evaluated models based 

on k-Nearest Neighbors (k-NN), Shall Neural Networks 

(SNNs), and Deep Neural Networks (DNNs), which were 

trained on optimal decisions derived from applying DP to the 

historical data. The outcomes of experimentation demonstrated 

that such a combination of approaches can lead to significant 

reduction in charging costs due to efficient and effective EV 

charging, with combination of the DP and DNN showing the 

most promising results. Accordingly, the DP-based research 

work has shown promising results; however, major hurdles still 

exist in the formulation of optimization processes as more 

variables are introduced into EV charging scenarios. 

Data-driven approaches have recently highlighted the 

importance of scheduling and control decisions on wide range 

of EV charging data. Similarity of a number of charging 

activities was examined from a variety of regions in Nanjing, 

China [40], where the analysis of EV time-energy 

characteristics and charging demand was conducted using 

Kernel Density Estimation (KDE). In this paper, the authors 

also explained the relationship of charging parameters derived 

from operational data, which can be employed to arrange the 

distribution of Renewable Energy Sources (RES) in a smart grid 

with rational guidance. The detection of domestic charging 

PEVs was presented in [41], with data-driven classification 

models, e.g. k-NN obtained with high frequency power data. 

Experimentation has demonstrated that a data-driven approach 

can result in high levels of accuracy (80-90%) when it comes to 

identify households that use PEVs. In addition, two different 

datasets were examined in [42], where one set of data was 

obtained from customer profiles (charging records), and the 

other derived from outlet measurements (station data). Four 

models were employed to analyze the datasets and perform the 

prediction, i.e. Time Weighted Dot Product based Nearest 

Neighbor (TWDP-NN), Modified Pattern Sequence 

Forecasting (MPSF), SVR and Random Forest. The comparison 

was conducted with regards to speed, accuracy, and privacy 

concerns. 

While steady progress is being made to ensure that the 

necessary legal, business, and production aspects are in place, 

there are still quite a number of challenges to be overcome [43]. 

Recent research activities have focused on the use of various 

planning, and predicting strategies to recognize potential 

charging features of EVs. However, the unpredictability of EV 

charging/discharging patterns still presents a challenge in the 

field of study, particularly when consideration the time-

sensitive nature of the decision making process for these 

processes. Therefore, the focus of this paper is to make a 

valuable contribution towards solving this problem by 

providing insight in the dynamic patterns within the processes. 

III. PRELIMINARY WORK 

Binary vectors provide meaningful representations of data 

and allow for easier comparisons amongst two or more objects 

or patterns [44]. Similarity/dissimilarity can therefore be 

measured and used for classification and clustering of data. 

Numerous binary similarity measurement approaches have 

been conceived in order to more accurately analyze data in 

various fields including ecology, biology, ethnology, 

taxonomy, image analysis, and text analysis. 

The binary encoding process of objects varies depending on 

the approach or model architecture that is adopted in order to 

define binary embedding. In this paper, the binary embedding 

is defined by breaking down load profiles discovered in given 

periods of time into their constituent states, termed power 
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states. The union of the power states is then used as the basis 

for binary encoding, which includes the processes of denoting 

a power state (presence/absence) in a given period of energy 

usage 

Operational Taxonomic Unit (OTU) [45] is used to measure 

binary similarity, i.e. the distance between objects. It can be 

expressed using a 2x2 contingency table similar to Table I, 

where 𝑖 and 𝑗 are objects or patterns that are under comparison 

and represented in the form of binary feature vectors. 𝑛 is the 

number of features or dimensions.  

The OTU expressions are defined as follows:  

- 𝑎 represents the positive matches which is the count of 

features that have values of 1 for both 𝑖 and 𝑗; 

- 𝑏 represents the i presence mismatch which is the count 

of values that 𝑖 and 𝑗 are (1, 0); 

- 𝑐 represents the i absence mismatch which is the count 

of values that 𝑖 and 𝑗  are (0, 1); 

- 𝑑 represents the negative matches which is the count of 

features that have values of 0 for both 𝑖 and 𝑗. 

Accordingly, the diagonal sum 𝑎 + 𝑑 is the total number of 

matches (positive and negative) of both 𝑖 and 𝑗; whereas the 

diagonal sum 𝑏 + 𝑐  is the number of mismatches 

(presence/absence) of both 𝑖 and 𝑗. The total sum through both 

expressions are the same as the total number of features or 

dimensions, i.e. n. 

The OTU and its binary feature/dimension expressions can 

enable more information to be extracted from aggregated power 

data than would normally be possible. This is mainly due to 

providing the capabilities to discover similarities in energy 

usage between two given periods of time. Furthermore, the 

absence and/or presence of certain power states can assist in 

identifying which load profiles are common to the given time 

periods and which ones are unique to a specific time period. 

IV. PROPOSED WORK 

In this section, the analysis of charging power of EVs in an 

ITS is conducted, including initial steps to capture and transmit 

the data, and then additional processing steps in order to 

discover patterns of usage. The discovered patterns are then 

used as or fed into further processes such as load classification, 

forecasting, demand response programs, etc. The charging 

power (i.e. the consumption data) via the charging substations 

is processed and then used to dynamically quantify similarities 

in the power consumption across the various components of the 

infrastructure. In this paper, a similarity measurement approach 

is proposed, where the workflow is visualized in Fig. 2. A 

detailed explanation of the steps within the workflow is 

provided in the following subsections. 

 

A. Power Data Acquisition 

Capturing and transmitting the energy data poses a number 

of challenges, with one of the most challenging aspects being 

ensuring that the data is useful enough for analysis and future 

processes. This work proposes a data encoding method which 

can assist with this challenging task. Electric power data is 

transmitted at varying frequencies based on the capabilities of 

the metering technologies used to capture it, this makes 

utilizing data received from various sources at varying 

frequencies challenging work. To address this we propose 

transforming the data into slices representative of periodic 

intervals e.g. 10 minutes, 1 hour, using a default sampling 

frequency. Such a data transformation enables easier 

interpretation of the obtained readings at varying levels of 

frequency, and can assist in verifying suitable sampling 

frequency across a set of infrastructure components as well as 

missing values in the data. This work proposes a default 

periodic interval of 1 hour, and sampling frequency of either 1 

second or 1 minute in order the best capture the varying patterns 

in power consumption across time with an adequate level of 

granularity. Both the periodic interval and sampling frequency 

can be adjusted accordingly, depending on the requirements of 

future processes. 

B. A Bag-of-Power-States Model 

The proposed model makes use of power states in order to 

determine similarity among two or more periods of energy 

usage. Each period of power usage is defined according to the 

patterns of power consumption with higher consumption levels 

indicating more burden on the infrastructure due to increase in 

activity, and vice versa. Non-Intrusive Load Monitoring 

(NILM) [46] based procedures have been employed in order to 

facilitate feature extraction. Furthermore, interval-based 

changes in power have been manipulated to denote activity in a 

TABLE I 
OTU EXPRESSIONS [45] 

𝑗                  𝑖 
1 

(Presence) 
0 

(Absence) 
Sum 

1 
(Presence) 

𝑎 = 𝑖 ⨀ 𝑗 𝑏 = 𝑖 ̅⨀ 𝑗 𝑎 +  𝑏 

0 
(Absence) 

𝑐 = 𝑖 ⨀ 𝑗 ̅ 𝑑 = 𝑖 ̅⨀ 𝑗 ̅ 𝑐 + 𝑑 

Sum 𝑎 + 𝑐 𝑏 + 𝑑 𝑛 = 𝑎 + 𝑏 + 𝑐 + 𝑑 

 

 

 
Fig. 2. Workflow of the Proposed Work 
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given aggregated electric power signal. The following 

subsections provide an overview of the individual steps 

involved in the model. 
1) Feature Extraction 

The slices of power data produced by the data are first 

examined in order to determine the power usage, with the slices 

spanning a single day set as the typical window for examining 

the power consumption. The changes in power between each 

interval in a slice are used as features that can be used to 

determine possible activity. This is typically done by extracting 

the magnitude-wise changes at each interval as shown in (1). 

 ∆𝑃𝑡 = 𝑃𝑡+1 − 𝑃𝑡 (1) 

where ∆𝑃𝑡 is the change in power between time intervals 𝑡 + 1 

and 𝑡. The feature extraction process results in a vector which 

contains the individual changes in power that have been 

discovered power data obtained from a single source.  

Given that electric power can contain noise due to 

transmission and interference, and not all the features in power 

are an indicator of activity, it is important that only the useful 

features are kept. This process is carried out by first establishing 

a feature exclusion threshold 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑓  and setting any 

values of 𝑝 that are below the assigned threshold value to zero. 

This results in a somewhat sparse vector depending on the 

features that are retained. 

2) Modeling Power Usage 

The next stage involves defining the power usage in the form 

of power usage models. The models consist of two or more 

states, and each state only retains the magnitude of a change in 

power without the direction i.e. (10W) and not (-10W, 10W). 

The research work considers two approaches for generating the 

models. The first approach examines the feature vector for 

subsequent changes without any gaps in between them and 

places these co-occurring changes into tuples which serve as 

representations of the charging models, as shown in (2). The 

second approach considers that changes that span over a longer 

period of time, and looks for patterns that match subsequent 

changes in power separated by a single gap of inactivity. These 

models are defined using (3). 

  𝑚𝑜𝑑𝑒𝑙𝑛𝑔𝑖
=  (𝑠𝑡𝑎𝑡𝑒𝑛𝑔𝑖𝑎, 𝑠𝑡𝑎𝑡𝑒𝑛𝑔𝑖𝑏) (2) 

  𝑚𝑜𝑑𝑒𝑙𝑠𝑔𝑖
=  (𝑠𝑡𝑎𝑡𝑒𝑠𝑔𝑖𝑎, 𝑠𝑡𝑎𝑡𝑒𝑠𝑔𝑖𝑏) (3) 

where  𝑚𝑜𝑑𝑒𝑙𝑛𝑔𝑖
 is a model defined using subsequent active 

power changes without any gaps and  𝑚𝑜𝑑𝑒𝑙𝑠𝑔𝑖
 is a model 

defined using subsequent power changes separated by a single 

interval of inactivity. 

3) Measuring Similarity 

The models capture all the different state changes within a 

given slice i.e. time period that could be attributed to the form 

of significant charging activity. These representations are used 

to compare the similarity in power consumption between two 

or more time periods, and this comparison makes use of binary 

similarity as described by the OTUs in Table I. 

As binary similarity requires the objects for comparison to be 

in binary feature vector form, each set of models discovered 

within each time period is converted into said format. The 

conversion is a two-stage process with the first stage involving 

the extraction of all the states from each model in a given time 

period and placing them into a single vector. 

Due to the possibility of a number of states being very similar 

with only a small variation in power between them it is 

necessary to perform a transformation of the power states in 

order to only capture the truly unique states. The proposed 

model makes use of a simple approach which rounds the power 

state values to the nearest tenth. For better power usage (i.e. the 

quality of charging stations) within a time period, both the set 

of no gap models and set of single gap models undergo the 

conversion process and a union operation is performed on the 

resulting sets of unique states. The two-stage process is 

represented by (4). 

 𝑢𝑛𝑖𝑞𝑢𝑒𝑖 =  𝑠𝑡𝑎𝑡𝑒𝑠𝑛𝑔𝑖
 ∪ 𝑠𝑡𝑎𝑡𝑒𝑠𝑠𝑔𝑖

 (4) 

where 𝑢𝑛𝑖𝑞𝑢𝑒𝑖  is a vector of unique states for a single time 

period resulting from the union of the transformed power states 

of the no gap models 𝑠𝑡𝑎𝑡𝑒𝑠𝑛𝑔𝑖
 and the single gap models 

𝑠𝑡𝑎𝑡𝑒𝑠𝑠𝑔𝑖
. 

Encoding the power states as binary feature vectors requires 

defining a vector 𝑢𝑛𝑖𝑞𝑢𝑒𝑖𝑗 which is a union of all the unique 

states within both time periods, as shown in (5). The feature 

vector 𝑢𝑛𝑖𝑞𝑢𝑒𝑖 for each time window is then one-hot encoded, 

where the presence of a power state in both 𝑢𝑛𝑖𝑞𝑢𝑒𝑖  and 

𝑢𝑛𝑖𝑞𝑢𝑒𝑖𝑗 is marked with a one and the absence is marked with 

a zero. The resulting representations are binary feature vectors 

𝑢𝑛𝑖𝑞𝑢𝑒𝑏𝑖 which are then used in the binary similarity measures.  

The positive matches OTU expression is used to measure and 

evaluate the similarity between the time periods resulting in the 

similarity value 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑖𝑗 , as shown in (6). The remaining 

OTU expressions are used to discover which models are unique 

to each time window, and which models are present in both of 

them. 

 𝑢𝑛𝑖𝑞𝑢𝑒𝑖𝑗 =  𝑢𝑛𝑖𝑞𝑢𝑒𝑖  ∪ 𝑢𝑛𝑖𝑞𝑢𝑒𝑗 (5) 

 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑖𝑗 = 𝑢𝑛𝑖𝑞𝑢𝑒𝑏𝑖 ⨀ 𝑢𝑛𝑖𝑞𝑢𝑒𝑏𝑗 (6) 

Algorithm 1 The Measurement of Bag-of-Power States 

Procedure Bag_of_Power_States(𝑃𝑠𝑚, 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑚𝑛)  

Require: Set of sequence of power states sequences, 𝑃𝑠𝑚, 𝑃𝑠𝑛; 

Ensure: Set of 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑚𝑛; 

1 s ∈ {1,2, ⋯ , 𝑆} , 𝑚, 𝑛 ∈  {1,2, … 𝑀} 

2 WHILE compare 𝑃𝑠𝑚 and 𝑃𝑠𝑛 DO 

3 𝑢𝑛𝑖𝑞𝑢𝑒𝑚 = 𝑃𝑆𝑛𝑔𝑚
 ∪ 𝑃𝑠𝑠𝑔𝑚

 

4 𝑢𝑛𝑖𝑞𝑢𝑒𝑛 = 𝑃𝑆𝑛𝑔𝑛
 ∪ 𝑃𝑠𝑠𝑔𝑛

 

5 𝑢𝑛𝑖𝑞𝑢𝑒𝑚𝑛 =  𝑢𝑛𝑖𝑞𝑢𝑒𝑚  ∪ 𝑢𝑛𝑖𝑞𝑢𝑒𝑛 

6 END WHILE 

7 FOR all 𝑢𝑛𝑖𝑞𝑢𝑒𝑚𝑛 DO 

8 IF 𝑃𝑠𝑚∃ (𝑢𝑛𝑖𝑞𝑢𝑒𝑚 ∪ 𝑢𝑛𝑖𝑞𝑢𝑒𝑚𝑛) 

9 𝑢𝑛𝑖𝑞𝑢𝑒𝑏𝑚 = 1 

10 ELSE 

11 𝑢𝑛𝑖𝑞𝑢𝑒𝑏𝑚 = 0 

12 END IF 

13 END FOR 

14 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑚𝑛=𝑢𝑛𝑖𝑞𝑢𝑒𝑏𝑚 ⨀ 𝑢𝑛𝑖𝑞𝑢𝑒𝑏𝑛 

 



8  IEEE SENSORS JOURNAL, VOL. XX, NO. XX, MONTH X, XXXX 

 

where 𝑢𝑛𝑖𝑞𝑢𝑒𝑖𝑗 is the set of unique power states for both time 

periods 𝑖  and j, and 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑖𝑗  is the dot product of the 

binary representations of power usage in time periods 𝑖 and 𝑗. 

A summary of the overall measurement can be concluded 

within the description of Algorithm 1. 

 

V. EXPERIMENTS AND RESULTS 

A synthetic dataset containing varying levels of charging 

load profiles was created for the feasibility and performance of 

the Bag-of-Power-States model. The dataset was segmented 

into 5 sets of load profiles, with each subset representing a 

different charging station, as shown in Fig. 3-7. 

Station 1 is shown in Fig. 3 to have a few similarities with 

the other stations. The power usage in the early morning hours 

(12am to 6am) has some commonality with that of stations 2 

and 3. Station 1 also has a few low similarities with stations 2 

to 4 between 7am and 11am, and 7pm and 11pm. This station 

also has some commonalities with all the stations during the 

hour of 6pm. Lastly, there are no common power consumption 

patterns between 2pm and 5pm.  

Station 2 (Fig. 4) has similarities with stations 1 and 3 during 

the early morning hours, and notable similarities with station 3 

for hours 1am, 2am, 10am, and 11am. Station 2 has a few 

similarities with the other stations except station 5 between 7am 

and 11am similar to station 1, with a slightly shorter evening 

period (8pm to 11pm). Station 1 and station 4 also seem to have 

some notably similar power consumption for the hour of 11am. 

Station 3 is shown in Fig. 5 to have a number of low 

similarities with station for the period 7am to 11pm. There are 

some notable similarities between these two stations at the 

hours of 10am, 11am, 2pm, 8pm, and 9pm. 

Station 4 (Fig. 6) has no commonalities with the other 

stations for the early morning hours. However, the hours 

beginning from 7am have some low similarities with at least 

one of the other stations, except for 4pm.  

Station 5 (Fig. 7) is shown to have no similarities in power 

usage with the other stations except for the hour of 6pm. 

Each figure compares one primary substation with the other 

four substations providing different viewpoints of the 

similarities on location. In addition, the results have depicted 

that the proposed Bag-of-Power-States model can be put to use 

in order to quantify similarities between two or amongst several 

charging stations. The tracking of how the similarities and 

dissimilarities evolve over time can help to identify patterns in 

power consumption across various locations in order to better 

coordinate energy resources for ITS. The use of the slices which 

denote different time periods also indicate that similarities at 

such a resolution can help to identify key periods in time when 

resources must be made available to support operations. 

VI. CONCLUSION 

Intelligent transportation systems (ITS) are key to ensuring 

safety and efficient within the automotive industry. While great 

 
Fig. 7. Hourly Similarity Measurement of Station 1 against the Other 

Stations  

 
Fig. 4. Hourly Similarity Measurement of Station 2 against the Other 

Stations  

 
Fig. 5. Hourly Similarity Measurement of Station 3 against the Other 

Stations  

 
Fig. 6. Hourly Similarity Measurement of Station 4 against the Other 

Stations  

 
Fig.3. Hourly Similarity Measurement of Station 1 against the Other 

Stations 
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progress has been made to date, there is still a wide variety of 

challenges to be overcome. PHEVs are a promising solution for 

ensuring sustainability of ITS with additional benefits for 

electric power and energy systems. The inclusion of the PHEVs 

is problematic, with charging/discharging posing threats to the 

stability of power grids. 

This paper explored the use of power consumption data and 

binary vectorization in order to optimize the scheduling of 

power supply to charging stations. The results of 

experimentation using synthetic data for 5 charging stations 

shows the process is computationally feasible with results 

providing valuable insight into the dynamic nature of EV 

charging. Nonetheless, more efforts can be devoted to 

comparison of different charging datasets in the future. In 

parallel, practical charging data of ITS stations needs to be 

considered/collected in the future work, so as to better evaluate 

the representations of the proposed model. 
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