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Abstract

Stance detection is a relatively new concept in data mining that aims to assign a stance label (favor, against, or none)
to a social media post towards a specific pre-determined target. These targets may not be referred to in the post, and
may not be the target of opinion in the post. In this paper, we propose a novel enhanced method for identifying the
writer’s stance of a given tweet. This comprises a three-phase process for stance detection: (a) tweets preprocessing;
here we clean and normalize tweets (e.g., remove stop-words) to generate words and stems lists, (b) features generation;
in this step, we create and fuse two dictionaries for generating features vector, and lastly (c) classification; all the
instances of the features are classified based on the list of targets. Our innovative feature selection proposes fusion of
two ranked lists (top-k) of term frequency—inverse document frequency (i¢f-idf) scores and the sentiment information.
We evaluate our method using six different classifiers: K nearest neighbor (K-NN), discernibility-based K-NN, weighted
K-NN;, class-based K-NN, exemplar-based K-NN, and Support Vector Machines. Furthermore, we investigate the use of
Principal Component Analysis and study its effect on performance. The model is evaluated on the benchmark dataset
(SemEval-2016 task 6), and the results significance is determined using ¢-test. We achieve our best performance of macro
F-score (averaged across all topics) of 76.45% using the weighted K-NN classifier. This tops the current state-of-the-art

score of 74.44% on the same dataset.
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1. Introduction

Stance detection is an automatic process of determining
whenever the author is likely in favor, against, or neutral
towards a proposition or target within the text [1, 2]. The
target could either be a person, an organization, a policy,
or a movement, etc. The field of stance detection is, un-
doubtedly, a critical one given the role that social media
is playing in modern society and the power it has over
influencing various aspects in society [3]. It is meant to
gather the information that could be potentially useful in
decision-making by individuals, organizations, or even at
the governmental level. With the skyrocketing popularity
of social media sites, mining information from such sites is
only natural, given the amount of data that the users post.
In a stance detection system, we in a way, determine the
author’s favorability towards a given target, which may
not be explicitly mentioned in the text. Upon this capa-
bility, we can enhance an individual’s profile based on his
or her stance on different issues.
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The task of detecting the stance has a long tradition
in the domain of political and ideological online debates
[4]. It also has been an important preprocessing step in
combating fake news [5, 6]. There are other applications
that may benefit from the automatic stance detection, in-
cluding information retrieval, text summarization, opinion
summarization [7], rumor verification [8], etc.

We can formulate the task of stance detection as follows:
given a tweet text and a target entity (e.g., person or orga-
nization), determine whether the author of the tweet is in
favor, against, or indifferent to the given target. The last
case includes the possibility that we failed to infer. Table 1
lists sample examples of target-tweet pairs and the stance.

It ought to be noted that the field of stance detection
is a challenging one [9]. Stance detection can be used in
identifying the stance within posts and comments that are
made on popular social media and microblogs sites, such as
Facebook and Twitter. Since the posts that people write
on these forums are often brief and are directed toward a
specific audience who will understand the context, it is not
always a simple matter for an outsider to determine if the
author feels in favor, against it, or is neutral toward the
topic about which they are writing [10].

The recent surge in popularity of stance detection fol-
lows the competition SemEval-2016 task 6 [4]. This preva-
lence follows the increase in the popularity of social media
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Table 1: Examples of target-tweet pairs and the stance. A stance
has three possible values, pro (in favor), con (against), or none.

Target Tweet Stance
Legalization Why is bacteria considered Against
of abortion life on Mars, but a heartbeat

is not considered life on

earth? #heartbeat #SemST
Climate We need to work with None
change is a confidence, transparency and
concern guided by consensus

@manupulgarvidal at

QUN_PGA event on

#action2015 #SemST
Hillary If you're not watching Favor
Clinton @HillaryClinton’s speech

right now you’re missing her
drop tons of wisdom.
#SemST

platforms in the last decade or so. It is the same as sen-
timent analysis, a research area that has been around for
a while, and whose growth follows that of the social me-
dia. Though sentiment analysis is an important aspect in
the stance detection, we should not confuse between them.
Even though both are related, they, however, look differ-
ently at the same thing, e.g. the tweet.

Stance and sentiment analysis are sub-fields of natural
language processing (NLP). Both sub-fields share similar
connotations, and they both involve some common NLP
methodologies (e.g., feature extraction and classification)
to achieve the goal of determining the stance or senti-
ment of any message or tweet accurately. In sentiment
analysis, we are interested in knowing whether a piece of
text is positive, negative, or neutral based only on the
language used. Typically, it reflects the sentiment of the
text, whether it’s an overall polarity or target-dependent
[11]. The stance, on the other hand, is defined for a tar-
get topic and can be independent of the sentiment of the
language used [7]. A prime difference between stance clas-
sification and traditional aspect-level sentiment classifica-
tion (except for target-dependent sentiment classification)
is that the identification of stance is dependent on target
which might not be explicitly uttered in the actual text
[12].

In this work, we are targeting tweets, and the fact is,
tweets are short text. We do not have enough contex-
tual information within the text, and this poses a great
challenge in detecting the stance given that it does not re-
quire the explicit presence of the target. Just to illustrate,
suppose we have the following two tweets [13], “We don’t
inherit the earth from our parents we borrow it from our
children”, and “Last time I checked, Al Gore is a politi-
cian, not a scientist”. For most humans, it is obvious that
both tweets are related to the topic of climate change, and

that each tweet expresses a particular stance towards the
topic. But, to a machine, detecting this stance is prob-
lematic. The unstructured syntax of tweets along with
the fact that machines lack proper contextual awareness
and historical knowledge which humans have (e.g., who Al
Gore is), makes this a challenging problem for the learning
algorithms.

During the last few years, deep-learning (DL) has been
all the hype. No doubt it does a beautiful job, but at the
expense of the size of the dataset. When the dataset is
small, DL performance degrades considerably. There is a
huge effort behind preparing dataset, specially the anno-
tation, which is mostly a manual task. That is why most
of the datasets are small in nature, including the bench-
mark dataset used for the stance detection. We noted
that many state-of-the-art works that relied on handcraft-
based features had better luck with the performance than
those using DL for detecting the stance. For instance, the
proposed system with a handcraft-based feature in [14]
outperformed the deep-learning approach in [15] using the
same dataset.

Top-k is a popular technique for ranked retrieval. Given
a constant k, and a ranking function f, a top-k query re-
turns the k highest ranked objects according to f. It is
most popular in database retrieval, but less so for solving
NLP tasks. For instance, Elfardy and Diab [16] used top-k
with ¢f-idf as a scoring function in their traditional linguis-
tic features group for detecting the stance. For their task
of identifying the gender of the posts’ author, Al-Ghadir
and Azmi [17] used a combination of top-k, stop-word re-
moval, stemming, ¢f-idf etc. The scheme did well based
on its performance compared to the state-of-the-art.

We may summarize our contribution in this work as fol-
lows:

e We propose an enhanced fusion of two top-k based
ranked lists and sentiment information for identifying
the writer’s stance from a given tweet.

e For classification, we use support vector machines
(SVM) along with five different variants of K nearest
neighbor (K-NN), and optionally with a dimensional-
ity reduction method (principal component analysis,
or PCA).

o We show our system outperforms other existing sys-
tems by evaluating it on a standard benchmark
dataset. We use a statistical test to confirm the sig-
nificance of our evaluation.

e We show that the inclusion of sentiment informa-
tion had an insignificant (statistically) impact on our
stance detection system.

For the rest of the paper we will be using top-k and
ranked list interchangeably. With our intention of using
top-k to detect the stance, we decided to adapt the tech-
niques used in [17] for the task at hand. We did not go



for [16] since its performance was not so stellar (Table 4,
entry CU-GWU). Moreover, [17] was used for a slightly
different task with good performance, so it is worth see-
ing how it will fair with our problem of stance detection.
Part of the adaption involved: (a) removing the feature
“frequent characters”, and (b) introducing spelling correc-
tion and stop-word removal as part of the preprocessing
phase. The feature “frequent characters” was defined in a
way that suited the relatively large size of the social forums
used in the study. However, it is ill suited for tweets, which
are much shorter than the posts, the object of our stance
detection. In fact, using this feature for stance detection
degraded the classification accuracy. In our investigation
we noted that adding spell-correction and stop-word re-
moval to the preprocessing phase helped increase the pre-
cision of the frequencies in the dictionaries, which in turn
boosted the classification accuracy.

More specifically, our feature selection fuses two ranked
lists along with the sentiment information. The ranked
lists are ¢f-idf scores from fusing two dictionaries for words
and stems. For classification, we use the standard K-NN
and four of its variants. These are: discernibility-based
K-NN, weighted K-NN, class-based K-NN, and exemplar-
based K-NN. As we will see later (Section 2), none of
the reviewed works used K-NN or any of its variants for
classification involving stance detection. We evaluate the
system using the benchmark dataset, SemEval-2016 task 6
[4]. This is a set of tweets with defined targets and stance
and is a standard dataset used for evaluating stance detec-
tion techniques. We also use t-test to confirm the statisti-
cal significance of our assessment. Finally, we compare our
system’s performance against recent state-of-the-art works
on detecting stance using the same dataset.

The rest of this paper is divided as follows. In Sec-
tion 2, we examine some related works focusing on feature
extraction and classification methods for stance detection.
Section 3 covers the SemEval-2016 task 6 dataset which
we use for evaluation purposes. Our proposed system for
stance detection is presented in Section 4. In Section 5 we
present and analyze the results. Finally, we conclude with
possible future extensions in Section 6.

2. Related work

There is a growing interest in performing stance detec-
tion on microblogs [4, 18]. For all the works that we re-
viewed, the end classification was confined to three choices:
“favor”, “against”, and “neither”. Since the purpose of the
stance detection techniques, in general, was to determine
the wide feelings that social media users have toward cer-
tain controversial and/or specific topics, such as the can-
didates in a presidential election. In all, the underlying
objective was to determine if the social media users ex-
hibited strong feelings towards the subjects of their posts
or tweets and if those feelings were in favor or against it.
For reporting the performance, we use the macro-averaged

F-score (F-score for short, in this Section), the standard
metric used for the stance detection task.

In the reviewed works, the datasets which the authors
examined were a large collection of individual tweets, or
Facebook posts gathered over a specific period. There is
an increase in competitions of stance detection for differ-
ent languages (e.g., SemEval-2016 task 6 [4] is for English
while IberEval-2017 [18] is for Spanish and Catalan). In
the majority of instances, the authors looked specifically
for tweets or posts that made mention of hot button politi-
cal, or social issues. For instance, [9] looked for tweets (us-
ing the SemEval-2016 task 6 dataset, or just SemEval-2016
dataset in this Section) that contained the following words
and phrases: “atheism”, “climate change” etc. On the
other hand, [19] examined thousands of documents that
contained the terms “marijuana”, “Obama”, etc as part
of detecting stance in H&N14 dataset [20]. The IberEval-
2017 dataset tackles a single target, the “independence of
Catalonia”, where the collected tweets were in Spanish or
Catalan. Here, our focus is reviewing works on stance de-
tection for English tweets.

Early forms of tweet classification had a human aspect
with people classifying the tweets to gather opinions of
other people on various subjects. However, the number
of tweets that people have to go through is huge, making
the mining process a gigantic ordeal [21, 22]. In this re-
gard, automation of the process is largely taking on the
important subject with various studies being developed
to address the issue. A recent study, for instance, de-
veloped a semi-supervised approach that was intended to
handle the tweet-classification where human labeling of
stance was not required. Instead, high precision hash-
tags that were stance-bearing were used instead of relying
on human-stance classification processes [23]. Using the
SemFEval-2016 dataset, the best-reported performance was
F-score of 53.6%.

We will focus on features and how they are extracted for
the stance detection task. In organizing the related works,
we decided to divide the review into two parts. The first
part is for works that handcraft-based their feature extrac-
tion techniques, and the second part is for those work that
used deep learning (DL) for detecting features.

2.1. Feature extraction (handcraft-based)

We will start by reviewing works on stance detection
that handcraft-based their feature extraction. Mourad
et al. [24] examined the use of a majority vote classifier
of three classifiers: SVM, random forest (RF), and Gaus-
sian Naive Bayes for stance detection in tweets where they
used Relief as feature extraction on SemEval-2016 dataset.
They reported an overall F-score of 70.04%.

Ebrahimi et al. [25] proposed a probabilistic approach
for stance detection. They used linear SVM trained on
word n-grams (n = 1 to 3), and character n-grams (n = 2
to 5). The authors presented a log-linear model where
stance, the target of stance, and the sentiment (STS) of the
tweet were combined, allowing for a multi-way interaction.



They aimed to discriminate sentiment features from target
features for classifying the stance. Testing on SemEval-
2016 dataset, they reported F-score = 71.03%.

Liu et al. [26] presented a supervised approach to the
stance detection field. Their system, based on the RF
model, uses gradient decision trees to merge all included
classifiers into an ensemble system, which is extremely ef-
fective at retrieving minority classes. While this system is
effective at classifying all kinds of stances, it has its chal-
lenges in the form of analysis of political tweets that were
largely sentimental. Additionally, such tweets were depen-
dent on the subject in question with the same words pos-
sibly having different meanings depending on the stance
in question. The high number of irrelevant features—that
were an inherent feature in this model—required that fea-
tures were selected predominantly to further determine the
stance of any tweet with possible ambiguity issues. The
reported F-score for the system was 63.6%.

While sentiment analysis is a critical aspect of the stance
detection models and processes, it is not the most or
the only critical feature. Using SVM classifier and dif-
ferent features sets, [27] reported their best performance
of F-score of only 59.21% on the SemEval-2016 dataset.
The authors noted that while the n-grams and word em-
beddings alone provided for the highest micro F-score of
70.32% (and macro F-score of 59.08%), the sentiment lex-
icon features are beneficial if one is interested in a higher
macro F-score of 59.21%, though micro F-score dropped
slightly to 69.84%. Other models evaluated tweets at both,
the character level and the word level to determine stance.

Dias and Becker [28], on the other hand, recognized that
negative or positive connotations can accompany an anal-
ysis of a tweet without the tweet having the same negative
or positive connotation on the stance itself. In this regard,
their stance prediction model is effective in the sentiment
analysis sphere. This model used a variety of stance sys-
tems to classify data that included opinion targets, and
the most common phrases that may have been used to
connote the stance itself via weakly supervised learning
procedures. Their reported F-score was 55.36%. Other
models were developed that can generalize their predic-
tion on any target group based on their learning criterion.
One such system [29], where they reported an F-score of
32.7% on their testing data.

Various approaches have been used for stance detection
exercises. Bghler et al. [30] created a system that uses
word vectors and utilized an unsupervised learning algo-
rithm. The system combined the use of shallow features
as well as GloVe vectors for word representation in tweets.
The system uses various classifiers and combines them into
some sort of majority voting classifier that dramatically
improved on the baseline method, one that only made use
of a single approach. They achieved an F-score of 62.47%.

Elfardy and Diab [16] proposed an SVM based su-
pervised system that uses lexical, sentiment, semantic
and latent, and frame semantic features to identify the
stance of a tweeter for specific targets using SemEval-2016

dataset. In the competition, their reported F-score was
63.6%. Zhang and Lan [31] devised a two-step learning
model for stance detection by addressing relevance as well
as the orientation of the tweets. Their list of features
can be grouped into the categories: traditional linguistic
(e.g. n-grams), similarity (e.g. JSD similarity), topic (e.g.
Sent2Topic), sentiment lexicon, tweet specific, and word
vector features. The aim is to determine if the tweet is
relevant to the given target and whether it supports the
given target. To test their system on the SemEval-2016
dataset, given the diversity of the targets, the authors built
a unique model for each target. Their reported F-score
was 63.34%.

Zotova [32] proposed a system based on tf-idf and SVM,
the feature vector is generated by applying lemmatization.
Each word in the tweet is lemmatized; where a word is
removed if it did not have a root. Each tweet’s word list
is tokenized to map it to tf-idf scoring to generate the
feature vector. The tf-idf scoring is based on the unigram’s
dictionary built from the training dataset. The proposed
system was evaluated on the SemEval-2016 dataset, where
the reported F-score was 56%.

Dey et al. [14] used an SVM based two-phase approach
for stance detection in tweets. In the first phase, they
determine if the tweet contains an opinion, and if so, it
will be passed on to the second phase, where the model
decides if the tweet is either positive or negative regard-
ing the given target. This is a heavy duty system as the
authors relied on MPQA (or Multi-Perspective Question
Answering) Opinion Corpus, which is a collection of docu-
ments that are manually annotated for opinions and other
private states (i.e.,beliefs, emotions, sentiments, specula-
tions, etc) [33].! For phase one they used weighted MPQA
subjectivity-polarity classification and WordNet-based po-
tential adjective recognizer. And for phase two they used
SentiWordNet and MPQA-based sentiment classification,
frame semantics, character level n-grams etc. This sys-
tem achieved an F-score of 74.44% on the SemEval-2016
dataset.

In another study, [34] developed SVM based system that
learns in two steps; in this system, the first step is to deter-
mine whether the tweets are subjective or objective to the
stance. And in the second step, the tweets are classified
as either negative, positive, or neutral. There are various
classes of models that were used in developing these stance
detection models such as unigram and feature-based mod-
els. The reported F-score for unigram and feature-based
models were 72.4% and 68% respectively. In [35] proposed
a tree kernel-based model that uses tree representations
for the classification of the tweets. Their best performance
F-score was 60.83% using their kernel and senti-features
model.

Lai et al. [36] presented feature vector that consists of
the following: bag of hashtags, bag of hashtags plus, bag

I Available at, mpqa.cs.pitt.edu.



of mentions, and bag of mentions plus. In addition of
two more features for replied tweets: bag of hashtags for
replies, and bag of mentions for replies. The authors ob-
jective was to investigate user level stance on the 2016 ref-
erendum to reform the Italian Constitution. The stance
at user level differs from the stance at tweet level. In
the latter, we infer the stance of a single anonymous text,
where in the former we try to infer the stance from multi-
ple texts written by the same user. For this, they defined
a triplet as a set of three tweets (a tweet, a retweet, and
a reply) all written by the same user in a 72-hour win-
dow. Their corpus, CONREF-STANCE-ITA is made of
968 triplets which was manually annotated by two inde-
pendent native speakers. For classification they used linear
SVM. Following five-fold cross-validation, they reported
their best performance of F-score = 76% when using the
three hashtags: bag of hashtags plus, bag of mentions plus,
and bag of hashtags for replies. In a follow up work, Lai
et al. [37] proposed MultiTACOS. This system classified
the stances in tweets using four feature groups: stylistic,
structural, affective, and contextual. Each group had its
own set of text representations. For example, for stylistic
features (e.g., bag of words, bag of part-of-speech), struc-
tural features (e.g., bag of Twitter marks, bag of hashtags),
affective features (sentiment-related and emotion-related),
and for contextual features (e.g., domain knowledge, user
community knowledge). Their system was evaluated us-
ing SVM, Naive Bayes, and logistic regression (LR) on two
targets (“Hillary Clinton”, and “Donald Trump”) from the
SemEval-2016 dataset. Their highest reported results were
64.51% using SVM for the target “Hillary Clinton”, and
55.74% using LR for “Donald Trump”.

Yan et al. [38] proposed a framework for stance detection
on their dataset that is related to the 2016 US presiden-
tial election. The dataset consists a total of 3240 tweets
collected from 310 Clinton supporters, 412 supporters of
Trump. They generated a feature vector with 128 dimen-
sions for selected hashtags used by the Clinton and Trump
supporters. For classification, the authors used RF and re-
ported a performance of F-score = 81.56%.

Lai et al. [39] proposed a supervised system for detecting
stance towards Hillary Clinton and Donald Trump using
the SemEval-2016 dataset. The system is based on do-
main knowledge which they assumed will improve the per-
formance of stance detection. The proposed features are
part of three groups: sentiment, structural, and context-
based. For sentiment features, they used four lexica in-
formation, including LIWC (Linguistic Inquiry and Word
Counts), and DAL (Dictionary of Affect in Language).
Structural features consist of three parts: frequency of
hashtags, screen names and punctuation marks informa-
tion. Lastly, context-based features consist of six parts:
targetByName, targetByPronoun, targetParty, targetPar-
tyColleagues, targetsOppositors, and nobody (tweets that
are difficult to infer their stance). Gaussian Naive Bayes
classifier was trained on both targets, the highest reported
results were 71.21% for “Hillary Clinton”, and 68.29% for

“Donald Trump”.

2.2. Feature extraction (DL based)

Next, we examine researches that used deep learning
techniques. Sun et al. [19] presented a hierarchical atten-
tion network (HAN) to weight the importance of different
linguistic information and learn the mutual attention be-
tween the linguistic information and the document. The
authors tested their system on the SemEval-2016 dataset
and reported the performance of an F-score of 61%. They
also applied their system on the H&N14 dataset [20], where
they reported slightly better performance, an F-score of
62.18%.

Siddiqua et al. [10] proposed a neural ensemble model
(PNEM) which uses multi-kernel convolution filters to ex-
tract higher-level feature tweet then the feature sequences
are become an input to Bi-LSTM (bi-directional long-
short-term-memory) and nested LSTMs to learn long-
term dependencies. They evaluated their system on the
SemEval-2016 dataset where their reported F-score was
72.11%.

Benton and Dredze [40], on the other hand, proposed
a semi-supervised pre-training method to predict user em-
bedding using recurrent neural network (RNN) where they
evaluated their model on SemEval-2016 dataset and scored
53%. Wei et al. [41] developed a neural network ma-
chine system for stance detection. During the develop-
ment stage, the system learns words from the Google News
database. Expressions are separated into sets and subsets
with different models within the system meant to ensure
accuracy. Results from the sets were evaluated in the sec-
ond phase of sub-set classification to determine the po-
larity of a tweet based on a manually annotated polarity
mechanism. Their reported F-score was 67.3%.

Dey et al. [15] used a two-step detection system for tweet
stance detection. For the first stage, they used a combi-
nation of LSTM and attention embedding for subjectivity
analysis of the tweets, and for the second stage, they used
the same LSTM but for sentiment analysis on the subjec-
tive tweets. Their model was evaluated on SemEval-2016.
The reported performance F-score was 68.84%.

Vijayaraghavan et al. [42], proposed a system for stance
detection where they used both character and word level
convolutional neural networks (CNN), a neural network
approach. The input to CNN was limited to 140 char-
acters, where tweets are encoded using a one-hot vector,
hence, a tweet is represented as a binary matrix. While
it is an effective method, analyzing at the character level
is extremely difficult and requires larger datasets. Their
proposed system F-score was 63.5%.

A comparison of the neural networks-based approach
and the feature-based approaches in the field of stance
detection shows that feature-based approaches are more
effective at testing data provided. However, CNN was
more effective at the cross-validation of the provided data
[12, 43], where the reported F-score respectively were
61.8% and 68.79%.



Schiller et al. [44] presented a multi-dataset learn-
ing (MDL) using BERT architecture for its feature vec-
tor. BERT (Bidirectional Encoder Representations from
Transformers) is an open-sourced NLP pre-training model
developed at Google [45]. Their MDL model used ten
datasets from five different domains. The model F-score
was 71.62% when tested on the SemEval-2016 dataset.

Hanawa et al. [46] proposed a novel neural network
model that can encode the given text using bi-directional
LSTM using a dataset generated from Wikipedia. Their
model was evaluated on their novel dataset for stance.
The dataset consists of 6701 tweets covering seven top-
ics linked to Wikipedia articles. Their best F-score was
50.7%. Though the score is relatively low, it is higher
than the score obtained by the baseline method from the
state-of-art when applied on the same dataset.

3. Dataset used

For this work we used the benchmark training and test-
ing dataset provided by SemEval-2016 task 6 [4].2 Un-
der this dataset there are two tasks, designated as task A
and task B. In this work we will be working on task A.
This dataset consists of tweets of the following five target
subjects: “atheism”, “climate change is a real concern”,
“feminist movement”, “Hillary Clinton”, and “legalization
of abortion”. Why did the organizers choose such random
subjects? Primarily, because political and social topics are
the easiest to use for assessing the stance detection tech-
niques [15]. The individuals who tweet or post about these
issues tend to have very strong feelings either for or against
them.

The annotated data consists of a target topic, a re-
lated tweet, and the stance of the tweet towards the tar-
get. For a sample of the training set, see Table 1. The
dataset consists of 4,163 tweets split into two disjoint
sets: 2,914 tweets for training, and 1,249 tweets for test-
ing. The stance label is either one of the three: “favor”,
“against”, and “neither”. The authors crowdsourced the
task of annotating the stance, where each tweet was an-
notated by eight respondents [47]. Tables 2-3 summarizes
the dataset statistics. Overall, the dataset is small. This
makes the stance classification task even more challeng-
ing. The training set is less than 3000 tweets (ranging
from a minimum of 395 to a maximum of 689 tweets per
topic). Also, we have a class imbalance in the samples per
topic. For the topic “climate change”, less than 4% of the
training samples are classified as “against”.

4. Proposed approach

For stance detection we propose the following three-
phase process: (a) tweets preprocessing; here we clean and

2The dataset is available at http://alt.qcri.org/semeval2016/
task6/

normalize tweets to generate word and stem lists, (b) fea-
tures generation; in this step, we create two dictionaries
(for stems and normal words), and sentiment attribute to
be used for generating a fused features vector, and lastly
(¢) classification; all the instances of the features are clas-
sified based on the list of topics. We will go through each
of the phases in detail.

4.1. Preprocessing the tweets

The tweets require some cleaning and normalization be-
fore features are extracted. There are digits, codes, and
some special characters, e.g. emojis. All these will be dealt
with in the preprocessing stage, where we: (i) remove any
character, not in the alphabet range of the English lan-
guage; (ii) normalize the sequence of repeated characters,
such as in “Helloooo”, which we call speech effects. These
are common in social media posts and are mainly intended
to emphasize. Untreated speech effect will cause the dif-
ferent variants to be treated as different words and these
will likely be ignored by tf-idf as being a rare word. We
will normalize the variants to a single form, so “Helloo”,
“Helloooo”, etc will all be mapped to “Hello”. This nor-
malization was used to preprocess tweets in [17, 35]; (iii)
remove stop-words and apply spell correction on all words
using the approach in [48], and finally (iv) generate both
words and stems lists by tokenizing all the words in the
tweet from which we can generate a list of stems. Algo-
rithm 1 lists the preprocessing phase.

4.2. Generating fused dictionary

Algorithm 2 lists the steps for generating the dictionar-
ies. Going through each tweet in the training dataset, we
compile the full list of words and stems. This is followed
by the process of generating a unique list of words and
stems, which we call dictionaries D,, and Dy, respectively.
Each entry in the dictionary holds the entry (word or stem)
along with its frequency. The purpose of the dictionary is
to capture the frequency of unique words and stems in the
training dataset. These dictionaries will be used to com-
pute the tf-idf scores across the dataset (see Algorithm 3),
which is part of the feature vector.

4.3. Generating feature vector

Our feature vector 6 consists of up to three different
categories. In [17, 49], the authors used top-k words as
their feature vector. In this work, we use three merged
lists instead. The feature vector 0(k, flag_si) for the tweet
t consists of: the top-k words list (SV,,), the top-k stems
list (SV;s), and the sentiment attribute. The first two are
list of tf-idf scores, arranged in descending order (Algo-
rithm 3 line 4). The constant k, which controls their size,
is input to Algorithm 3. The sentiment attribute is used to
capture the sentiment in the tweet. Its optional inclusion,
as part of the feature vector, is controlled by the binary

flag flag_si.



Table 2: Distribution statistics about SemEval-2016 task 6 dataset (stance). Ref: [4]

Training

Testing

Stance (%)

Stance (%)

Target # total Favor Against Neither Count Favor Against Neither Count
Atheism 733 17.93 59.26 22.81 513 14.55 72.73 12.73 220
Climate change 564 53.67 3.80 42.53 395 72.78 6.51 20.71 169
Feminist 949 31.63 49.40 18.98 664 20.35 64.21 15.44 285
Hillary Clinton 984 17.13 57.04 25.83 689 15.25 58.31 26.44 295
Abortion 933 18.53 54.36 27.11 653 16.43 67.50 16.07 280
Total 4163 25.84 47.87 26.29 2914 24.34 57.25 18.41 1249
Table 3: Distribution statistics about SemEval-2016 task 6 dataset (sentiment)
Training Testing
Sentiment (%) Sentiment (%)
Target 7 total Positive Negative Neutral Count Positive  Negative Neutral Count
Atheism 733 60.43 35.09 4.48 513 59.09 35.45 5.45 220
Climate change 564 31.65 49.62 18.73 395 29.59 51.48 18.93 169
Feminist 949 17.92 77.26 4.82 664 19.30 76.14 4.56 285
Hillary Clinton 984 32.08 64.01 3.92 689 25.76 70.17 4.07 295
Abortion 933 28.79 66.16 5.05 653 20.36 72.14 7.50 280
Total 4163 33.05 60.47 6.49 2914 29.46 63.33 7.21 1249

The tf-idf [50] is a common method used to calculate the
weight of a word in a document. The main idea of tf-idf
is, if the term frequency of a word in a document is high
and this word rarely appears in other documents, then we
believe that the word has a good ability in distinguishing
categories. The SV, is the k highest-scoring list of words,
a subset of the words from the tweet. This list represents
the tf-idf scoring of each word w in the tweet (€ W, the list
of all words from the preprocessed tweet) showing the im-
portance of that word in the documents, tweets in our case.
For instance, tf-idf (w1, W, Dy,) = tf (w1, W) - idf (w1, Dy ),
where tf is term frequency, and idf is the inverse document
frequency. Similarly, the SV is the k highest-scoring list
of stems. It is used to adjust the values of the data to
capture words with high occurrences used in each topic.
For example, the forms “Abortion” and “Abortions” are
derived from the stem “Abort”. In case a word does not
have a stem, then it is excluded from the stems list. Both
works [14, 17] used stems as feature vector which did boost
their reported accuracy.

The third category in our feature vector is the senti-
ment information. For this, we rely on NRC (National
Research Council Canada) word-emotion association lex-
icon (or, EmoLex for short) [51]. It is a list of approxi-
mately 14,000 English words and their associations with
eight basic emotions (anger, fear, anticipation, trust, sur-

prise, sadness, joy, and disgust), and two sentiments (neg-
ative or positive). The sentiment attribute is generated by
passing the words list to the EmoLex method (Algorithm
3 line 5) which generates emotions and the sentiment as-
sociation scores for specific text.

4.4. Classification

To evaluate the feature set we use SVM and K nearest
neighbor (K-NN).> The K-NNs simplicity and relatively
high convergence speed make it a popular choice. Though
in some applications, it may not produce adequate results
(e.g. [52]), however, the fact it has only one parameter (K,
the number of neighbors), makes it easy to fine-tune to a
variety of situations. For large data sets, the computa-
tional demands for classification using the classic K-NN
can be prohibitive. To overcome some of the inherent
problems with K-NN, over the years researches proposed
different extensions of the K-NN. Some of the extensions
are, e.g. discernibility-based K-NN (DKNN) [53], weighted
K-NN (WKNN) [54], class-based K-NN (CKNN) [53], and
exemplar-based K-NN (EKNN) [55]. Unlike the parame-
ter K of the classic K-NN which is pre-selected by the user,

3We are following the notation used in the literature. The K
in K-NN is not related to the parameter k in the feature vector

0(k, flag-si).



the extensions do not require such and it is determined
automatically. Some of these variants were employed suc-
cessfully for other classification tasks. For instance, in the
NLP subfield of automatic text categorization, [56] used
DKNN and reported an improved performance over other
classifiers including K-NN. We believe it is reasonable we
should investigate K-NN and the aforementioned exten-
sions for stance detection. Algorithm 3 covers the feature
generation and the classification phases.

For problems with overlapping classes, K-NN may miss
some entities of the test set. DKNN appears to provide
an advantage over the standard K-NN, by considering the
structural properties of the neighbors (which are reflected
in a specific score), as well as their distances from each
test sample [53]. WKNN assigns weights to the features
according to their properties of the neighbors to select the
most significant ones, particularly when the number of fea-
tures is too large. CKNN was introduced to tackle the
problem of unbalanced data [50]. It does not take into
account several neighbors around a given test sample but
instead considers several neighbors from each class. While
EKNN classifies a sample based on the mean centroid of
those training samples for a given class.

Algorithm 1: Preprocessing the raw tweets.

Input: Raw tweet ¢
Output: Set of words (W), and stems (5) of ¢

[y

begin
2 Filter out each word w in tweet ¢ where only
English alphabets are kept (other characters
like, e.g. |, @, #, $, %, etc. are removed)
3 Normalize speech effects in ¢ (e.g., “Helloo”,
“Helloooo”, etc are mapped to “Hello”)
Remove all stop-words from ¢
Spell correction of each word in ¢
Tokenize t to generate the words list
W = [’(1)1,’[1)2,. . ]
7 Generate stems list .S from W, where
S = [stem(wn), stem(wz), .. ]

8 end

5. Evaluation and results

In this Section we will evaluate our proposed system
using the benchmark dataset. For convenience we will di-
vide this Section as follows: (a) evaluation metrics, we
briefly delve into the measures used for the evaluation; (b)
fine tuning the parameters, were we setup the parameters
for the experiments (e.g., cost C for SVM, K of K-NN,
etc); (¢) experimental results, we report the result of test-
ing under different setting and different classifiers; and (d)
discussion, we discuss the result of the experiments and
how does it compare to the state-of-the-art.

Algorithm 2: Generating the fused dictionary
from the training dataset.

Input: Training dataset d
Output: D,, (D;) dictionary of unique words
(stems) and their frequency
1 begin
2 Initialize lists X and Y
3 Update X (and Y') with list of all words (and
stems) from each tweet t € d // Algorithm 1
4 Generate sorted dictionaries D,, and D, based
on the frequency of unique entries in X and Y
5 end

5.1. Evaluation metrics

The performance is evaluated using the training and
testing set of SemEval-2016 task 6 (Tables 2 and 3),
which consists of 4163 tweets, split between five targets
where each tweet is labeled based on the stance (“favor”,
“against”, and “neither”). We report the performance in
terms of F-score. This is the official metric approved by
the organizers of the stance detection task. It is also a
common metric that is widely used for sentiment analysis
as well. All the systems were evaluated using the macro-
average of two labels only. That is, the mean of F-score
for the two main classes “favor” and “against” [4]. Let
F,v¢ denote this evaluation metric, and is given by,

Ffavor + Fagainst
e 0 %ot 1
2 ) ( )

where Fravor, and Figainst are calculated by,

Favg =

2Pfavor Rfavor
Fragoy = —tavor THavor 2
aver Pfavor + Rfavor ( )
Fagainst _ 2Pagainst Ragainst (3)

)
Pagainst + Ragainst

where Pfavora Pagains‘w Rfavor7 and Ragainst are the preci—
sion, and recall for the classes “favor” and “against” (re-
spectively). The F,y, can be reported for overall, or for
each target separately. We will refer to the Fj,, calculated
for each target as micro averaged, or Fiy, for short. On
the other hand, the Fj, for overall is generated by averag-
ing the calculated Fly, for each target separately as macro
averaged, Fiyerall_avg for short.

The F-score was used as the choice metric in the
SemFEval-2016 competition for evaluating different solu-
tions in stance detection. Note that systems are perform-
ing relatively better on the more frequent target classes,
and will obtain higher F-scores. On the other hand, to
obtain a high F-score, a system has to perform well on
all target classes. This evaluation measure does not ignore
the “neither” class. By taking the average F-score for only
the “favor” and “against” classes, we consider “neither” as



Algorithm 3: Proposed system for stance detection. The input parameter k (the & in top-k) sets the size of the
ranked list. The flag flag_si controls whether to include/exclude the sentiment information in the feature vector.
For the normalization function norm() we use the standard score (or z-score, as commonly referred to).

Input: Dataset d, dictionaries D,, and Dy, size of the ranked list k, and flag flag_si

1 begin
2 foreach tweet ¢t € d do
Get list of words (W) and stems (S) // Algorithm 1
// Assuming W = [wq,ws,.. ]
4 Generate scoring vectors (in descending order) SV,, and SV for ¢ using tf-idf, where
SV = [tf-idf (w1, W, Dy,), tf-idf (wa, W, Dy,), . . ., tf-idf (wg, W, D,,)], and
SVs = [tf-idf (s1, S, Ds), tf-idf (s2, S, D), ..., tf-idf (sk, S, Ds)].
// EmoLez(): a method to generate sentiment attributes
EmoLex(W if st =1
5 Generate a fused feature vector 0(k, flag_si) = norm(SVy,) U norm(SVs) U { moLex(W), it flag ?Z ’
a, otherwise.
Do classification of 8(k, flag_si)
end
8 end

a class that is not of focus or megative class in Informa-
tion Retrieval. Misclassification of negative class samples
will affect the F-scores of this metric negatively. If we
considered all the classes as part of the metric, and if the
negative class is very dominant, then simply each sample
will be misclassified and the negative class will obtain high
F-score.

5.2. Tuning parameters
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Figure 1: Error rate for different values of cost C' for the SVM using
different kernel functions.

For experiments there are certain underlying parame-
ters that needs to be tuned. These values will be used in
all subsequent experiments in Section 5.3. In the first ex-
periment we want to decide the cost C' for the SVM under
various kernel functions. For the second experiment, we
want to determine the best value of K for the K-NN classi-
fier. The third experiment is to work out the most suitable
value of k, this is the parameter that sets the size of the
ranked list (which we referred to earlier as top-k). The fi-
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Figure 2: Error rate for selected values of K (number of neighbors)
for the K-NN classifier.

nal experiment investigates the appropriate dimension for
principal component analysis (PCA).

When tuning the various parameters, we need to fix the
size of the ranked list. We set k& = 10 (more on that later).
This value of k was used when determining C' for SVM,
the K for K-NN, and the dimension for PCA.

In tuning the parameters (e.g., the cost C for the SVM,
etc) we follow the guideline given in SemEval-2016 task 6
[4]. We evaluate our system configurations using five-fold
cross-validation on the training data. Typically it goes as
follows: four folds are used for the training, and the fifth
for testing. This process is repeated five times, randomly
picking a different fold for testing, and the other four for
training.

For the first experiment, we need a model selection for
the penalty factor C' in SVM. The parameter C' controls
the cost of misclassification of the training data in SVM.



Table 4: The F-scores for systems on stance detection task using SemEval-2016 task 6 dataset. The best value in each column is boldfaced.

Overall Atheism  Climate Feminism Hillary  Abortion
Our System Ffavor Fagainst Foverallﬁvg F‘avg Favg Favg Favg Favg
k=5
WKNN (w/Sentiment) 77.25  64.09 70.67 67.91 71.09 62.54 71.01 66.47
WKNN+PCA (w/Sentiment) 76.55 61.41 68.98 67.02 67.83 62.18 69.94 66.87
WKNN (w/o Sentiment) 76 60.83 68.42 62.36 71.67 61.20 66.86 65.84
WKNN+PCA (w/o Sentiment) 74.30 57.76 66.03 62.17 67.80 59.10 65.36 65.21
k=10
WKNN (w/Sentiment) 84.05 67.96 76 73.08 80 72.77 74.57 75.74
WKNN+PCA (w/Sentiment) 84.49  68.03 76.26 73.43 80 72.81 74.67 75.58
WKNN (w/o Sentiment) 84.49  68.36 76.45 73.52 79.95 72.99 75.02 75.74
WKNN+PCA (w/o Sentiment) 84.56 67.84 76.20 73.56 79.95 72.90 75.02 75.78
k=15
WKNN (w/Sentiment) 78.87  62.39 70.63 66.40 70.86 68.24 70.15 69.35
WKNN+PCA (w/Sentiment) 79.34  62.19 70.77 66.70 71.97 67.53 69.81 69.88
WEKNN (w/o Sentiment) 75.37  62.01 68.69 65.48 70.08 62.29 66.30 66.36
WKNN+PCA (w/o Sentiment) 75.26  60.94 68.10 63.52 70.16 61.03 66.00 65.66

State-of-the-art systems (2016-19). Entries ordered on Foyerall_avg score. Unreported values are marked ‘.

Two-phase SVM [14] 69.53  79.36 74.44 72.50 53.59 78.77 79.70 83.60
PNEM [10] 66.56  77.66 72.11 67.73 44.27 66.76 60.28 64.23
Disc-STS [25] 64.43  77.62 71.03 65.52 41.18 57.90 74.48 67.94
Majority vote [24] - - 70.04 72.11 46.80 42.56 79.87 62.72
T-PAN [15] - - 68.84 61.19 66.27 58.45 57.48 60.21
HAN [19] - - 61 70.53 49.56 57.50 61.23 66.16
RNN-HSET [40] - - 53 58.20 44.50 51.20 50.90 60.20

Baselines given by the SemEval-2016 task setters (from [4])

Majority class 52.01 78.44 65.22 42.11 42.12 39.10 36.83 40.30
SVM-unigrams 54.49 72.13 63.31 53.25 38.39 55.65 57.02 60.09
SVM-ngrams 62.98  74.98 68.98 65.19 42.35 57.46 58.63 66.42
SVM-ngrams-comb 54.11 70.01 62.06 53.27 47.76 52.82 56.50 63.71

Participating teams’ performances in SemEval-2016 (from [4])

MITRE 59.32  76.33 67.82 61.47 41.63 62.09 57.67 57.28
pkudblab 61.98 72.67 67.33 63.34 52.69 51.33 64.41 61.09
TakeLab 60.93 72.73 66.83 67.25 41.25 53.01 67.12 61.38
PKULCWM 56.96  74.55 65.76 56.39 40.39 51.32 62.26 61.56
ECNU 60.55  70.54 65.55 61.97 41.32 56.21 57.85 61.25
CU-GWU 54.99 72.21 63.60 55.68 39.41 53.88 51.19 59.38
IUCL-RF 52.61  74.59 63.60 57.93 39.06 51.06 49.84 57.61
DeepStance 58.44  68.65 63.54 52.90 40.40 52.34 55.35 63.32
UWB 57.41  69.42 63.42 57.88 46.90 51.82 59.82 61.98
IDIQNTNU 58.97  65.97 62.47 59.59 54.86 48.59 57.89 54.47
Tohoku 49.25  75.18 62.21 58.90 39.51 52.41 39.81 37.75
Itl.uni-due 48.71 74.75 61.73 52.47 35.50 55.12 44.23 57.25
LitisMind 50.67  72.20 61.44 52.36 39.15 57.16 42.08 45.88
JU_NLP 46.68  74.53 60.60 38.99 42.60 45.65 50.25 41.83
NEUSA 49.03  71.20 60.12 48.90 41.95 52.14 48.53 61.89
NLDS-UCSC 50.90 67.81 59.36 57.19 42.10 48.97 57.27 61.66
WFU/TNT 47.55  70.89 59.22 46.16 42.07 47.91 45.88 45.34
INESC-1ID 50.58  64.57 57.58 52.67 44.92 49 50.64 49.93
Thomson Reuters 30.16  62.23 46.19 44.79 35.86 39.37 34.98 38.89

10
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Figure 3: Cumulative proportion of variance for the dataset.

To determine C' we will use the feature vector without the
sentiment information (see Section 4.3), and with no di-
mension reduction. After plotting the error rate, we pick
C using two factors: the best Fiys, and the best perfor-
mance. Figure 1 plots the error rate for different values of
cost C' (ranging between 10~1° and 10'Y), and using differ-
ent kernel functions (linear, polynomial, radial basis, and
sigmoid). Among the different kernels, the linear kernel
relented the least error rate of 0.37 at C' = 10%. Thus, for
SVM we will use the linear model with cost C' = 10® which
yielded the best Fj,,. We avoided larger C, since it takes
longer to train and validate.

The next tune up is to determine the best K (the num-
ber of neighbors) for the classic K-NN classifier. Again, as
with the previous experiment, we will use the feature vec-
tor without the sentiment information and no dimension
reduction, while using £ = 10. Figure 2 plots the error rate
for values of K that are positive odd integers less than 20.
We note that the error rate is the least when K = 1. Thus,
all future references to K-NN, will be denoted 1-NN as it
warrants the best Fiyg.

The third experiment is to determine the most suitable
value for k, the size of the ranked list. We have two ranked
lists, and they are part of the feature vector. So, certainly,
the value of k will impact the classification process. We
experiment with the values k € {5,10,15}, with and with-
out the sentiment information in the feature vector, both
of which are inputs to Algorithm 3. This range for k is
based on the number of words per tweet, which on aver-
age is around 12+2 words. Table 5 lists the overall Fj,,
for three different values of k£ using the different classi-
fiers. Since the best performance of 76.45% was reported
for k = 10, this will be our choice for k. However, we
will leave the details for later discussion (see Section 5.3).
Interestingly, this value of k agrees with the recommen-
dation in [17], where the authors reported that selecting
a too small (or too large) value for k impacts the perfor-
mance. When k£ is smaller than the average number of
words in a document, then we do not capture all the re-
quired information, and when it is larger than the average,
there will be more padding of the feature vector, thereby
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Table 5: Evaluation result using different classifiers, with and with-
out sentiment information for three different values of k (size of the
ranked list). The best performance for each k is boldfaced.

Foverall,avg

Sentiment k=5 k=10 k=15
1-NN Yes 70.24  61.81 59.85
1-NN No 66.91  58.65 67.51
CKNN Yes 66.94 71.57  69.55
CKNN No 65.54 64.12 64.89
DKNN Yes 69.11  54.96 58.02
DKNN No 69.11  56.15 66.27
WKNN  Yes 70.67  76.00 70.63
WEKNN No 68.42  76.45 68.69
EKNN Yes 67.15  56.65 60.48
EKNN No 65.60 53.27  64.78
SVM Yes 58.95 55.37  67.31
SVM No 63.61 63.13 62.72

losing its focus in W and S lists (the words and stems list
in Algorithm 3). It is for this argument why we picked
kE = 10 (close to average number of words per tweet) when
selecting a model, e.g. for the cost of C' in SVM.

The PCA is a statistical procedure used for reducing the
dimensionality of large datasets in such a way that most of
the information in the data is preserved [57]. We evaluate
the use of PCA by selecting the dimension size based on
the percentage of cumulative variance, see Figure 3. When
the number of principal components is six the cumulative
variance reaches 98.7% after which the curve flattens out.
We therefore transform the feature vector dimension from
ten to six using PCA.

5.3. Experimental results

We evaluate the system using the dataset distribution
proposed in SemEval-2016 task 6 (see Table 2). Table 5
lists the overall F,y, for each of the tested configurations.
We note quite a difference in the performances, which
ranged between 53.27% and 76.45%. EKNN with & = 10
and excluding the sentiment information was the worst-
performing classifier, while the WKNN classifier with a
ranked list of size 10 and no sentiment information yielded
the best performance of 76.42%. We did not find a fixed
pattern indicating when the inclusion of the sentiment in-
formation can improve the performance. For example, for
the 1-NN classifier, the inclusion of the sentiment did im-
prove the performance for cases k = 5 and 10 (a respective
improvement of 3.33 and 3.16 in the value of Foyerall ave)s
but a drop of 7.66 for £ = 15. While for SVM it was the
other way around. Using the sentiment information de-
graded the performance of SVM for cases £ = 5 and 10,
while improving it when k& = 15.



Table 6: Evaluation result using different classifiers with and without PCA. Each experiment is repeated twice, once with sentiment information
(marked “w/Sent”), and another without the sentiment information (marked “w/o Sent”). We boldfaced the best value in each column.

Favg
Overall Atheism Climate Feminism Hillary Abortion
w/Sent w/o Sent w/Sent w/o Sent w/Sent w/o Sent w/Sent w/o Sent w/Sent w/o Sent w/Sent w/o Sent
1-NN 61.81 58.65  54.78  49.37 4794 43.50 55.11 5248 57.65 55.08 7250 69.59
1-NN+PCA  61.49 58.34 5496 49.17 48.05 43.50 55.11 52.38 57.71 55.29 7239 69.55
CKNN 71.57 64.12 72.66 47.74 71.31 7528 54.55 5258 57.05 50.34 70.06 46.36
CKNN+PCA 75.19 75.50 73.09 7274 7780 7891 7047 7239 7399 7354 7547 75.33
DKNN 54.96 56.15  47.71  47.58 43.22 42,92 4763 45.07 55.03 50.71 64.00 68.72
DKNN+PCA 54.47 55.57  47.7T1  46.92 43.22 4246 47.63 44.78 5535 51.28 63.70  68.59
WEKNN 76.00 76.45 73.08  73.52 80.00 79.95 72.77 72.99 74.57  75.02 75.74  75.74
WKNN+PCA 76.26 76.20 73.43 73.56 80.00 79.95 72.81 72.90 74.67 75.02 75.58 75.78
EKNN 56.65 53.27 54.78 49.37 48.08 43.50 55.02 52.10 56.95 54.56 57.88 53.92
EKNN+PCA 62.03 58.82  54.96 49.17 48.05 43.50 55.11 5246 57.71 5529 7246  69.55
SVM 55.37 63.13 5590 61.05 57.69 69.29 47.35 60.47 53.10 5898 53.21 61.36
SVM+PCA  60.19 65.26 60.64 63.31 62.72 64.01 5736 63.07 56.31 64.65 59.69 64.22
Next, we investigate the effect of sentiment information 80
and PCA using different classifiers. Table 6 reports Fiy, 75
for each configuration. We note the following insights: .
(a) the F,y, for all classifiers ranged between 53.27% to o =
76.45%, with WKNN and CKNN being the top-performing v
classifiers; (b) using sentiment information had an incon- g%

clusive impact on the value of F,,; in case of CKNN clas-
sifier it boasted the F,,z by 7.45%, while in some cases
the Favg dropped by 7.76% (using SVM classifier); and
(c) using PCA for dimension reduction did not always im-
prove the performance. When using PCA, the highest in-
crease in F,,, was for the classifiers CKNN (11.38% when
no sentiment information is involved), EKNN (5.55%, also
without sentiment information), and SVM (4.82% when
considering sentiment information). Of all the possible
configurations, the winning performance is the WKNN
classifier without the sentiment information and no PCA
(Favg = 76.45%), followed by WKNN classifier with sen-
timent information and PCA (Fagy = 76.26%), a close
second.

This is a side experiment where we look at alternate
scoring function for the feature vector. Our feature vec-
tor uses the tf-idf score of the top-k words and stems. We
would like to compare the performance when tf-idf scoring
is replaced with the Bag-of-Words (BoW) scoring. We ap-
plied the BoW scoring on both word and stem lists. Using
the same configurations that were used with tf-idf, Fig-
ure 4 shows the performance expressed in terms of F-score
for different classifiers. For most classifiers, we achieved a
better F-score when using tf-idf scoring over that when
using BoW. The only exception was EKNN, where BoW
yields a slightly better F-score. The difference in F-score
ranged from less than 1% to as high as 14.25%, in favor of
tf-idf over BoW. The greatest two difference was 14.25%

1
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55
50
40
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Figure 4: A comparison between ¢f-idf and the Bag-of-Words (BoW)
as scoring methods for our feature vector using different classifiers.
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mtf-idf OBowW

and 8.84% for SVM and WKNN classifiers, respectively.

5.4. Discussion

From Table 6 we saw that WKNN was the top perform-
ing classifier. We will now assess whether the performance
of the WKNN classifier statistically significant when com-
pared to others. We will use {-test to confirm our assess-
ment. Table 7 summarizes the results. We observe the fol-
lowing: (a) statistically, there is no significance in the value
of F,ye when using WKNN classifier with or without sen-
timent information; (b) there is no statistical significance
in F,ys when using with or without PCA; (c) statistically,
we get significantly better F,y, when tf-idf scoring is used
as opposed to BoW scoring; and (d) WKNN is the best
performing classifier.

Table 4 is a comparison between our proposed model
and other studies in detecting stance, all using the same
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Table 7: Summary of Student’s t-test between our proposed con-
figurations using WKNN (weighted K-NN) with different setting,
and against other classifiers. The p-values are expressed in scientific
E-notation.

Statistically
WEKNN p-value  significant?
w/sentiment vs without 9.13E-01 No
w/PCA vs without 9.31E-01 No
Using tf-idf vs BoW 3.61E-02 Yes
vs 1-NN 1.04E-05 Yes
vs EKNN 2.37E-08 Yes
vs CKNN 1.58E-04 Yes
vs DKNN 7.18E-07 Yes
vs SVM 1.00E-04 Yes

benchmark dataset, SemFEval-2016 task 6. For our sys-
tem, we report the performance of using the WKNN clas-
sifier with all possible configurations (different sizes for the
ranked list, with and without sentiment information, and
optionally PCA). We also compare against recent state-
of-the-art works on stance detection, e.g. [10, 14, 25] etc.
Our proposed solution’s F-scores were outperforming the
best result reported in the state-of-the-art study (i.e. [14])
in both Favor and Foyerallavg by 14.95% and 2.01% respec-
tively. Moreover, we improved the F-scores for the targets
“atheism” and “climate change is a real concern” by 1.06%
and 26.36% respectively, over those reported in the same
study.

Going over Table 4 we note that all the models includ-
ing state-of-the-art works (namely, [10, 14, 25]) reported
better performance in handling the “against” class, while
our model (all configurations) did better in the “favor”
class. What is interesting, only 25% of the dataset is in
the “favor” class, and 50% in the “against” class (see Ta-
ble 2). This makes “favor” a minority class. Our worst
Fravor = 74.30 (WKNN using k = 5, with PCA and with-
out sentiment information) beats the best value reported
for Frayor = 69.53 in [14] among all the competing systems.

Table 8: Measuring the lexical diversity for different tweets groups
using type/token ratio (TTR).

Tweets group TTR

Favour 0.3140
Against 0.2675
Atheism 0.3625
Climate 0.4440
Feminism 0.3411
Hillary 0.3377
Abortion 0.3080

Indeed our model did very well in handling the minor-
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ity class, but not so well for the majority class using the
WKNN classifier. But why so? We investigated the lexical
diversity of each class to identify the cause of this behav-
ior. Type/token ratios (TTR) have been extensively used
in child language research as an index of lexical diversity
[58]. The TTR ratio is computed by dividing the total
number of unique words of (types) over the total number
of words (tokens). When the value of TTR is high, this
indicates a lexical richness of the text. We generated TTR
using the preprocessed tweets for each group, and the re-
sults are tabulated in Table 8. The ratio for the “favor”
class is higher than that of the “against” class (0.314 vs
0.2675). This indicates the lexical richness for the “favor”
class. Among all the targets, the highest TTR is for the
target “climate” which is 0.444. There is a possible cor-
relation between the increase of accuracy and the lexical
richness of the dataset. Looking at the performance on
detecting the stance on different targets, we see our model
outperforms the state-of-the-art works on targets “athe-
ism” and “climate”. Among the five targets, these two
are the smallest if we count their number of tweets in the
dataset.

6. Conclusions and future work

Social media is part of daily rites of a sizable world pop-
ulation. The focus of this study is to detect the stance
of a microblogging social media forum tweets. The objec-
tive is to determine if the tweet’s author is in favor of a
given target, against it, or has a neutral stance towards
it. In this study, we proposed a fused feature vector of
a ranked list of k topmost occurring words, another for
k topmost occurring stems, and the sentiment informa-
tion. It works well with fairly short documents with lim-
ited context such as tweets. We tested our approach using
different set of classifiers, which included SVM and differ-
ent variants of K nearest neighbor (K-NN). These are the
1-NN, discernibility-based K-NN, weighted K-NN, class-
based K-NN, and exemplar-based K-NN. When it comes
to K-NN, we determined experimentally that using one
neighbor (i.e. 1-NN) yielded the best F-score. For each
classifier, we experimented with three different values of
k (i.e. the size of the ranked list), the option to include
(or not) the sentiment information, and the option to ap-
ply (or not) the dimension reduction method (PCA). We
determined that & = 10 is the best choice. The system
was evaluated using the SemEval-2016 task 6 benchmark
dataset. In reality some of the K-NN variants did better
job in detecting stance than the 1-NN, which in turn did
better than SVM. Our best performance of macro F-score
of 76.45% is when using the WKNN classifier, topping the
current state-of-the-art performance by 2.01%. We showed
that this indeed is a statistically significant result irrespec-
tive of whether the sentiment information was included or
not, and if PCA was applied or not. In fact, the WKNN
classifier topped the other variants of K-NN and SVM.



For future work, we plan to improve the current tech-
niques for tweets authorship profiling, such as gender [17],
age group [59, 60]. Alternative deep learning networks
with early exits [61], and ensemble-based approaches [62]
will also be explored. We also aim to adapt the system
for other languages and applications, e.g. automated Ara-
bic text summarization [63, 64]. Another area of interest
is studying aspects of Arabic hadith literature. Hadiths
are short narrations originating from the sayings and con-
duct of Prophet Muhammad. Each hadith consists of two
parts, the first of which is the chain of narrators (in reverse
chronological order) involved in transmitting the hadith
text. A major study in hadith literature is the reliability
of the transmission chain, which impacts the grading (or
veracity) of the hadith. We plan to develop novel NLP
techniques that can aid in profiling the narrators. Nar-
rator profiling may help in testing the credibility of the
transmission chain (see [65] for a recent survey of compu-
tational and NLP based studies on hadith literature).
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