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Abstract
We observe a severe under-reporting of the dif-
ferent kinds of errors that Natural Language
Generation systems make. This is a problem,
because mistakes are an important indicator of
where systems should still be improved. If
authors only report overall performance met-
rics, the research community is left in the dark
about the specific weaknesses that are exhib-
ited by ‘state-of-the-art’ research. Next to
quantifying the extent of error under-reporting,
this position paper provides recommendations
for error identification, analysis and reporting.

1 Introduction

This paper turned out very differently from the one
we had initially intended to write. Our original
intention was to write an overview of the different
kinds of errors that appear in the output of different
kinds of Natural Language Generation (NLG) sys-
tems, and to develop a general taxonomy of NLG
output errors, based on the publications that have
appeared at previous INLG conferences (similar
to Howcroft et al. 2020; Belz et al. 2020). This,
however, turned out to be impossible. The reason?
There is a severe under-reporting of the different
kinds of errors that NLG systems make. By this
assertion, we mean that authors neither include any
error analysis nor provide any examples of errors
made by the system, and they do not make refer-
ence to different kinds of errors that may appear in
the output. The latter is a lower bar than carrying
out an error analysis, which requires a more system-
atic approach where several outputs are sampled
and analysed for the presence of errors, which are
then categorised (ideally through a formal proce-
dure with multiple annotators). Section 3 provides
more detailed statistics about error reporting in dif-
ferent years of INLG (and ENLG), and the amount

∗This project was led by the first author. Remaining
authors are presented in alphabetical order.

of papers that discuss the kinds of errors that may
appear in NLG output.

The fact that errors are under-reported in the
NLG literature is probably unsurprising to experi-
enced researchers in this area. The lack of reporting
of negative results in AI has been a well-known is-
sue for many years (Reiter et al., 2003). With the
classic NLG example being the reporting of nega-
tive results for the STOP project on smoking ces-
sation (Reiter et al., 2001, 2003). But even going
in with (relatively) low expectations, it was con-
fronting just to see how little we as a community
look at the mistakes that our systems make.

We believe that it is both necessary and possible
to improve our ways. One of the reasons why it
is necessary to provide more error analyses (see
§2.2 for more), is that otherwise, it is unclear what
are the strengths and weaknesses of current NLG
systems. In what follows, we provide guidance on
how to gain more insight into system behavior.

This paper provides a general framework to carry
out error analyses. First we cover the terminology
and related literature (§2), after which we quantify
the problem of under-reporting (§3). Following up
on this, we provide recommendations on how to
carry out an error analysis (§4). We acknowledge
that there are barriers to a more widespread adop-
tion of error analyses, and discuss some ways to
overcome them (§5).

2 Background: NLG systems and errors

2.1 Defining errors

There are many ways in which a given NLG system
can fail. Therefore it can be difficult to exactly de-
fine all the different types of errors that can possibly
occur. Whilst error analyses in past NLG literature
were not sufficient for us to create a taxonomy, we
will instead propose high-level distinctions to help
bring clarity within the NLG research community.
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First and foremost, we define errors as countable
instances of things that went wrong, as identified
from the generated text.1 We focus on text errors,
where something is incorrect in the generated text
with respect to the data, an external knowledge
source, or the communicative goal. Through our
focus on text errors, we only look at the product
(what comes out) of an NLG system, so that we
can compare the result of different kinds of systems
(e.g., rule-based pipelines versus neural end-to-end
systems), with error categories that are independent
of the process (how the text is produced).2

By error analysis we mean the identification
and categorisation of errors, after which statistics
about the distribution of error categories are re-
ported. It is an annotation process (Pustejovsky
and Stubbs, 2012; Ide and Pustejovsky, 2017), sim-
ilar to Quantitative Content Analysis in the social
sciences (Krippendorff, 2018; Neuendorf, 2017).3

Error analysis can be carried out during develop-
ment (to see what kinds of mistakes the system is
currently making), as the last part of a study (eval-
uating a new system that you are presenting), or as
a standalone study (comparing different systems).
The latter option requires output data to be avail-
able, ideally for both the validation and test sets. A
rich source of output data is the GEM shared task
(Gehrmann et al., 2021).

Text errors can be categorised in several different
types, including factual errors (e.g. incorrect num-
ber; Thomson and Reiter 2020), and errors related
to form (spelling, grammaticality), style (formal
versus informal, empathetic versus neutral), or be-
havior (over- and under-specification). Some of
these are universally wrong, while others may be
‘contextually wrong’ with respect to the task suc-
cess or for a particular design goal. For example,
formal texts aren’t wrong per se, but if the goal is
to produce informal texts, then any semblance of

1We use the term ‘text’ to refer to any expression of natural
language. For example, sign language (as in Mazzei 2015)
would be considered ‘text’ under this definition.

2By focusing on countable instances of things that went
wrong in the output text, we also exclude issues such as bias
and low output diversity, that are global properties of the
collection of outputs that a system produces for a given amount
of inputs, rather than being identifiable in individual outputs.

3There has been some effort to automate this process. For
example, Shimorina et al. (2021) describe an automatic er-
ror analysis procedure for shallow surface realisation, and
Stevens-Guille et al. (2020) automate the detection of repeti-
tions, omissions, and hallucinations. However, for many NLG
tasks, this kind of automation is still out of reach, given the
wide range of possible correct outputs that are available in
language generation tasks.

formality may be considered incorrect.
It may be possible to relate different kinds of

errors to the different dimensions of text quality
identified by Belz et al. (2020). What is crucial
here, is that we are able to identify the specific
thing which went wrong, rather than just generate
a number that is representative of overall quality.

2.2 Why do authors need to report errors?

There is a need for realism in the NLG community.
By providing examples of different kinds of errors,
we can show the complexity of the task(s) at hand,
and the challenges that still lie ahead. This also
helps set realistic expectations for users of NLG
technology, and people who might otherwise build
on top of our work. A similar argument has been
put forward by Mitchell et al. (2019), arguing for
‘model cards’ that provide, inter alia, performance
metrics based on quantitative evaluation methods.
We encourage authors to also look at the data and
provide examples of where systems produce errors.
Under-reporting the types of errors that a system
makes is harmful because it leaves us unable to
fully appreciate the system’s performance.

While some errors may be detected automati-
cally, e.g., using information extraction techniques
(Wiseman et al., 2017) or manually defined rules
(Dušek et al., 2018), others are harder or impossible
to identify if not reported. We rely on researchers to
communicate the less obvious errors to the reader,
to avoid them going unnoticed and causing harm
for subsequent users of the technology.

Reporting errors is also useful when compar-
ing different implementation paradigms, such as
pipeline-based data-to-text systems versus neural
end-to-end systems. It is important to ask where
systems fall short, because different systems may
have different shortcomings. One example of this
is the E2E challenge, where systems with similar
human rating scores show very different behavior
(Dušek et al., 2020).

Finally, human and automatic evaluation met-
rics, or at least the ones that generate some kind of
intrinsic rating, are too coarse-grained to capture
relevant information. They are general evaluations
of system performance that estimate an average-
case performance across a limited set of abstract
dimensions (if they measure anything meaningful
at all; see Reiter 2018). We don’t usually know
the worst-case performance, and we don’t know
what kinds of errors cause the metrics or ratings



to be sub-optimal. Additionally, the general lack
of extrinsic evaluations among NLG researchers
(Gkatzia and Mahamood, 2015) means that in some
cases we only have a partial understanding of the
possible errors for a given system.

2.3 Levels of analysis

As noted above, our focus on errors in the out-
put text is essential to facilitate framework-neutral
comparisons between the performance of different
systems. When categorizing the errors made by
different systems, it is important to be careful with
terms such as hallucination and omission, since
these are process-level (pertaining to the system)
rather than product-level (pertaining to the output)
descriptions of the errors.4 Process-level descrip-
tions are problematic because we cannot reliably
determine how an error came about, based on the
output alone.5 We can distinguish between at least
two causes of errors, that we define below: system
problems and data problems. While these problems
should be dealt with, we do not consider these to
be the subject of error analysis.

System problems can be defined as the malfunc-
tioning of one or several components in a given
system, or the malfunctioning of the system as a
whole. System problems in rule/template-based
systems could be considered as synonymous to
‘bugs,’ which are either semantic and/or syntactic in
nature. If the system has operated in a mode other
than intended (e.g., as spotted through an error anal-
ysis), the problem has to be identified, and then cor-
rected. Identifying and solving such problems may
require close involvement of domain experts for
systems that incorporate significant domain knowl-
edge or expertise (Mahamood and Reiter, 2012).
Van Deemter and Reiter (2018) provide further
discussion of how errors could occur at different
stages of the NLG pipeline system. System prob-
lems in end-to-end systems are harder to identify,
but recent work on interpretability/explainability
aims to improve this (Gilpin et al., 2019).

Data problems are inaccuracies in the input that

4Furthermore, terms like hallucination may be seen as
unnecessary anthropomorphisms, that trivialise mental illness.

5A further reason to avoid process-level descriptors is that
they are often strongly associated with one type of approach.
For example, the term ‘hallucination’ is almost exclusively
used with end-to-end systems, as it is common for these sys-
tems to add phrases in the output text that are not grounded in
the input. In our experience, pipeline systems are hardly ever
referred to as ‘hallucinating.’ As such, it is better to avoid the
term and instead talk about concrete phenomena in the output.

are reflected in the output. For example: when a
player scored three goals in a real-world sports
game, but only one goal is recorded (for whatever
reason) in the data, even a perfect NLG system will
generate an error in its summary of the match. Such
errors may be identified as factual errors by cross-
referencing the input data with external sources.
They can then be further diagnosed as data errors
by tracing back the errors to the data source.

3 Under-reporting of errors

We examined different *NLG conferences to de-
termine the amount of papers that describe (types
of) output errors, and the amount of papers that
actually provide a manual error analysis.

3.1 Approach

We selected all the papers from three SIGGEN
conferences, five years apart from each other:
INLG2010, ENLG2015, and INLG2020. We split
up the papers such that all authors looked at a selec-
tion of papers from one of these conferences, and
informally marked all papers that discuss NLG er-
rors in some way. These papers helped us define the
terms ‘error’ and ‘error analysis’ more precisely.

In a second round of annotation, multiple anno-
tators categorised all papers as ‘amenable’ or ‘not
amenable’ to an error analysis. A paper is amenable
to an error analysis if one of its primary contribu-
tions is presenting an NLG system that produces
some form of output text. So, NLG experiments are
amenable to an error analysis, while survey papers
are not.6 For all amenable papers, the annotator
indicated whether the paper (a) mentions any er-
rors in the output and (b) whether it contains an
error analysis.7 We encouraged discussion between
annotators whenever they felt uncertain (details in
Appendix A). The annotations for each paper were
subsequently checked by one other annotator, after
which any disagreements were adjudicated through
a group discussion.

6Examples of other kinds of papers that are not amenable
include evaluation papers, shared task proposals, papers which
analyze patterns in human-produced language, and papers
which describe a component in ongoing NLG work which
does not yet produce textual output (e.g. a ranking module).

7As defined in Section 2, errors are (countable) instances
of something that is wrong about the output. An ‘error men-
tion’ is a reference to such an instance or a class of such
instances. Error analyses are formalised procedures through
which annotators identify and categorise errors in the output.



Venue Total Amenable Error mention Error analysis Percentage with error analysis

INLG2010 37 16 6 0 0%
ENLG2015 28 20 4 1 5%
INLG2020 46 35 19 4 11%

Table 1: Annotation results for different SIGGEN conferences, showing the percentage of amenable papers that
included error analyses. Upon further inspection, most error mentions are relatively general/superficial.

3.2 Results
Table 1 provides an overview of our results. We
found that only five papers at the selected *NLG
conferences provide an error analysis,8 and more
than half of the papers fail to mention any errors
in the output. This means that the INLG com-
munity is systematically under-informed about the
weaknesses of existing approaches. In light of our
original goal, it does not seem to be a fruitful exer-
cise to survey all SIGGEN papers if so few authors
discuss any output errors. Instead, we need a cul-
ture change where authors discuss the output of
their systems in more detail. Once this practice
is more common, we can start to make generalisa-
tions about the different kinds of errors that NLG
systems make. To facilitate this culture change, we
give a set of recommendations for error analysis.

4 Recommendations for error analysis

We provide general recommendations for carrying
out an error analysis, summarized in Figure 1.

4.1 Setting expectations
Before starting, it is important to be clear about
your goals and expectations for the study.

Goal Generally speaking, the goal of an error
analysis is to find and quantify system errors sta-
tistically, to allow a thorough comparison of differ-
ent systems, and to help the reader understand the
shortcomings of your system. But your personal
goals and interests may differ. For example, you
may only be interested in grammatical errors, and
less so in factual errors.

Expected errors When starting an error analy-
sis, you may already have some ideas about what
kinds of errors might appear in the outputs of dif-
ferent systems. These ideas may stem from the
literature (theoretical limitations, or discussions of
errors), from your personal experience as an NLG
researcher, or it might just be an impression you
have from talking to others. You might also have

8Summaries of these error analyses are in Appendix B.

particular expectations about what the distribution
of errors will look like.

Both goals and expectations may bias your study,
and cause you to overlook particular kinds of errors.
But if you are aware of these biases, you may be
able to take them into account, and later check if the
results confirm your original expectations. Hence,
it may be useful to preregister your study, so as to
make your thoughts and plans explicit (Haven and
Grootel, 2019; van Miltenburg et al., 2021).

4.2 Set-up

Given your goals and expectations, there are several
design choices that you have to make, in order to
carry out your study.

Systems and outputs Since error analysis is rela-
tively labor-intensive, it may not be feasible to look
at a wide array of different systems. In that case,
you could pre-select a smaller number of models,
either based on automatic metric scores, or based
on specific model features you are interested in. Al-
ternatively, you could see to what extent the model
outputs overlap, given the same input. If two mod-
els produce exactly the same output, you only need
to annotate that output once.

Number of outputs Ideally, the number of out-
puts should be based on a power analysis to provide
meaningful comparisons (Card et al., 2020; van der
Lee et al., 2021), but other considerations, such as
time and budget, may be taken into account.

Sample selection Regarding the selection of ex-
amples to analyze, there are three basic alterna-
tives: The most basic is random sampling from
the validation/test outputs. Another option is se-
lecting specific kinds of inputs and analysing all
corresponding outputs. Here, inputs known to be
difficult/adversarial or inputs specifically target-
ing system properties or features may be selected
(Ribeiro et al., 2020). Finally, examples to analyze
may also be selected based on quantitative values:
automatic metric scores or ratings in a preceding
general human evaluation. This way, error anal-
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Figure 1: Flowchart depicting recommended analysis steps, as described in Section 4.

ysis can provide explanation for the automatic or
human scores. The most suitable option depends
on your specific use case: While random selection
gives the least biased picture of the model perfor-
mance, selecting specifically hard and/or low-rated
samples may be more efficient. Also note that the
sample selection should always be independent of
any samples you may have previously examined
during system development, to find out how to im-
prove the performance of baseline models.

Presentation The order of examples for analysis
should be randomized (to reduce possible order
effects), and if multiple system variants are con-
sidered, the annotators must not know which sys-
tem produced which output (to minimise annotator
bias).

Annotators and the annotation process The
annotation process can be split into two parts: iden-
tifying the errors (§4.3), and categorising the errors
(§4.4). These can either be carried out sequentially
(first identify, then categorize) or simultaneously
(asking annotators to both identify and categorize
errors at the same time). The choices you make
here also impact annotator requirements, and the
evaluation of the annotation procedure.

Number of annotators Generally speaking, hav-
ing more annotators reduces the prevalence of the
individual bias (Artstein and Poesio, 2005). This
is particularly relevant if we want to detect all the
errors in the output data. Having more annotators
means that we are less likely to overlook individual
instances of errors. Once those errors are identified,
it may make more sense to rely on a smaller set of
well-trained annotators to categorise the different
errors. In the ideal situation, all errors are annotated
by (at least) two judges so as to be able to detect

and resolve any disagreements afterwards. If this
is not possible, then you should double-annotate
a large enough sample to reliably estimate inter-
annotator agreement.9

Role of the annotators Ideally, the annotators
should be independent of the authors reporting the
error analysis (Neuendorf, 2017), to ensure that the
results are not influenced by any personal biases
about the systems involved, and that the annota-
tions are indeed based on the guidelines themselves
rather than on discussions between the authors. If
this is not feasible, then the authors should at least
ensure that they remain ignorant of the identity of
the system that produced the relevant outputs.

Degree of expertise Depending on the complex-
ity of the annotation guidelines, the error analysis
may require expertise in linguistics (in the case
of a theory-driven error categorisation scheme),
or the relevant application area (with a context-
driven error categorisation scheme). For example,
Mahamood and Reiter (2012) worked with nurses
to identify errors in reports generated for parents
of neonatal infants. Taking into consideration the
costly process of selecting domain expert annota-
tors and the importance of quality control, non-
domain experts might be also considered, ensuring
their qualification through (intensive) training (Art-
stein and Poesio, 2005; Carlson et al., 2001).10

Compensation and treatment of workers If an-
notators are hired, either directly or via a crowd-
sourcing platform such as MTurk, they should be

9See Krippendorff 2011 for a reference table to determine
the sample size for Krippendorff’s α. Similar studies exist for
Cohen’s κ, e.g. Flack et al. 1988; Sim and Wright 2005.

10At least on the MTurk platform, Requesters can set the
entrance requirements for their tasks such that only Workers
who passed a qualifying test may carry out annotation tasks.



compensated and treated fairly (Fort et al., 2011).
Silberman et al. (2018) provide useful guidelines
for the treatment of crowd-workers. The authors
note that they should at least be paid the mini-
mum wage, they should be paid promptly, and they
should be treated with respect. This means you
should be ready to answer questions about the an-
notation task, and to streamline the task based on
worker feedback. If you use human participants to
annotate the data, you likely also need to apply for
approval by an Institutional Review Board (IRB).

Training Annotators should receive training to
be able to carry out the error analysis, but the
amount of training depends on the difficulty of
the task (which depends, among other factors, on
the coding units (see §4.3), and the number of error
types to distinguish). They should be provided with
the annotation guidelines (§4.5), and then be asked
to annotate texts where the errors are known (but
not visible). The solutions would ideally be cre-
ated by experts, although in some cases, solutions
created by researchers may be sufficient (Thomson
and Reiter, 2020). It should be decided in advance
what the threshold is to accept annotators for the
reaming work, and, if they fail, whether to provide
additional training or find other candidates. Note
that annotators should also be compensated for tak-
ing part in the training (see previous paragraph).

4.3 Identifying the errors

Error identification focuses on discovering all er-
rors in the chosen output samples (as defined in the
introduction). Previously, Popović (2020) asked
error annotators to identify issues with comprehen-
sibility and adequacy in machine-translated text.
Similarly, Freitag et al. (2021) proposed a manual
error annotation task where the annotators identi-
fied and highlighted errors within each segment in
a document, taking into account the document’s
context as well as the severity of the errors.

The major challenge in this annotation step is
how to determine the units of analysis; should an-
notators mark individual tokens, phrases, or con-
stituents as being incorrect, or can they just freely
highlight any sequence of words? In content analy-
sis, this is called unitizing, and having an agreed-
upon unit of analysis makes it easier to process the
annotations and compute inter-annotator agreement
(Krippendorff et al., 2016).11 What is the right unit

11Though note that Krippendorff et al. do provide a metric
to compute inter-annotator agreement for annotators who use

may depend on the task at hand, and as such is
beyond the scope of this paper.12

A final question is what to do when there is dis-
agreement between annotators about what counts
as an error or not. When working with multiple an-
notators, it may be possible to use majority voting,
but one might also be inclusive and keep all the
identified errors for further annotation. The error
categorization phase may then include a category
for those instances that are not errors after all.

4.4 Categorizing errors

There are three ways to develop an error categori-
sation system:

1. Top-down approaches use existing theory to
derive different types of errors. For example, Hi-
gashinaka et al. (2015a) develop an error taxonomy
based on Grice’s (1975) Maxims of conversation.
And the top levels of Costa et al.’s (2015) error
taxonomy13 are based on general linguistic theory,
inspired by Dulay et al. (1982).

2. Bottom-up approaches first identify different
errors in the output, and then try to develop coher-
ent categories of errors based on the different kinds
of attested errors. An example of this is provided
by Higashinaka et al. (2015b), who use a clustering
algorithm to automatically group errors based on
comments from the annotators (verbal descriptions
of the nature of the mistakes that were made). Of
course, you do not have to use a clustering algo-
rithm. You can also manually sort the errors into
different groups (either digitally14 or physically).

3. Expanding on existing taxonomies: here
we make use of other researchers’ efforts to catego-
rize different kinds of errors, by adding, removing,
or merging different categories. For example, Costa
et al. (2015) describe how different taxonomies of
errors in Machine Translation build on each other.
In NLG, if you are working on data-to-text, then
you could take Thomson and Reiter’s (2020) tax-
onomy as a starting point. For image captioning,

units of different lengths.
12One interesting solution to the problem of unitization is

provided by Pagnoni et al. (2021), who do not identify indi-
vidual errors, but do allow annotators to “check all types that
apply” at the sentence level. The downside of this approach is
that it is not fine-grained enough to be able to count individual
instances of errors, but you do get an overall impression of the
error distribution based on the sentence count for each type.

13Orthography, Lexis, Grammar, Semantic, and Discourse.
14E.g. via a program like Excel, MaxQDA or Atlas.ti, or a

website like https://www.well-sorted.org.

https://www.maxqda.com
https://atlasti.com
https://www.well-sorted.org


there is a taxonomy provided by van Miltenburg
and Elliott (2017).

The problem of error ambiguity To be able to
categorize different kinds of errors, we often rely
on the edit-distance heuristic. That is: we say that
the text contains particular kinds of errors, because
fixing those errors will give us the desired output.
With this reasoning, we take the mental ‘shortest
path’ towards the closest correct text.15 This at
least gives us a set of ‘perceived errors’ in the text,
that provides a useful starting point for future re-
search. However, during the process of identifying
errors, we may find that there are multiple ‘shortest
paths’ that lead to a correct utterance, resulting in
error ambiguity. For example, if the output text
from a sports summary system notes that Player
A scored 2 points, while in fact Player A scored
1 point and Player B scored 2 points, should we
say that this is a number error (2 instead of 1) or a
person error (Player A instead of B)?16 Here, one
might choose to award partial credit (1/n error cat-
egories), mark both types of errors as applying in
this situation (overgeneralising, to be on the safe
side), or count all ambiguous cases to separately
report on them in the overall frequency table.

4.5 Writing annotation guidelines
Once you have determined an error identification
strategy and developed an error categorisation sys-
tem, you should describe these in a clear set of an-
notation guidelines. At the very least, these guide-
lines should contain relevant definitions (of each
error category, and of errors in general), along with
a set of examples, so that annotators can easily rec-
ognize different types of errors. For clarity, you
may wish to add examples of borderline cases with
an explanation of why they should be categorized
in a particular way.

Pilot The development of a categorisation sys-
tem and matching guidelines is an iterative process.
This means that you will need to carry out multiple
pilot studies in order to end up with a reliable set of
guidelines,17 that is easily understood by the anno-
tators, and provides full coverage of the data. Pilot

15Note that we don’t know whether the errors we identified
are actually the ones that the system internally made. This
would require further investigation, tracing back the origins of
each different instance of an error.

16Similar problems have also been observed in image cap-
tioning, by Van Miltenburg and Elliott (2017).

17As determined by an inter-annotator agreement that ex-
ceeds a particular threshold, e.g. Krippendorff’s α ≥ 0.8.

studies are also important to determine how long
the annotation will take. This is not just practical
to plan your study, but also essential to determine
how much crowd-workers should be paid per task,
so that you are able to guarantee a minimum wage.

4.6 Assessment

Annotators and annotations can be assessed during
or after the error analysis.18

During the error analysis Particularly with
crowd-sourced annotations it is common to in-
clude gold-standard items in the annotation task,
so that it is possible to flag annotators who provide
too many incorrect responses. It is also possible
to carry out an intermediate assessment of inter-
annotator agreement (IAA), described in more de-
tail below. This is particularly relevant for larger
projects, where annotators may diverge over time.

After the error analysis You can compute IAA
scores (e.g., Cohen’s κ or Krippendorff’s α, see:
Cohen 1960; Krippendorff 1970, 2018), to show
the overall reliability of the annotations, the pair-
wise agreement between different annotators, and
the reliability of the annotations for each error type.
You can also produce a confusion matrix; a table
that takes one of the annotators (or the adjudicated
annotations after discussion) as a reference, and
provides counts for how often errors from a partic-
ular category were annotated as belonging to any
of the error categories (Pustejovsky and Stubbs,
2012). This shows all disagreements at a glance.

Any analysis of (dis)agreement or IAA scores
requires there to be overlap between the annotators.
This overlap should be large enough to reliably
identify any issues with either the guidelines or
the annotators. Low agreement between annotators
may be addressed by having an adjudication round,
where the annotators (or an expert judge) resolve
any disagreements; rejecting the work of unreliable
annotators; or revising the task or the annotation
guidelines, followed by another annotation round
(Pustejovsky and Stubbs, 2012).

4.7 Reporting

We recommend that authors should provide a table
reporting the frequency of each error type, along
with the relevant IAA scores. The main text should
at least provide the overall IAA score, while IAA

18And in many cases, the annotators will already have been
assessed during the training phase, using the same measures.



scores for the separate error categories could also
be provided in the appendix. For completeness, it
is also useful to include a confusion matrix, but
this can also be put in the appendix. The main
text should provide a discussion of both the fre-
quency table, as well as the IAA scores. What
might explain the distribution of errors? What do
the examples from the Other-category look like?
And how should we interpret the IAA score? Partic-
ularly with low IAA scores, it is reasonable to ask
why the scores are so low, and how this could be
improved. Reasons for low IAA scores include: un-
clear annotation guidelines, ambiguity in the data,
and having one or more unreliable annotator(s).
The final annotation guidelines should be provided
as supplementary materials with your final report.

5 (Overcoming) barriers to adoption

One reason why authors may feel hesitant about
providing an error analysis is that it takes up sig-
nificantly more space than the inclusion of some
overall performance statistics. The current page
limits in our field may be too tight to include an
error analysis. Relegating error analyses to the ap-
pendix does not feel right, considering the amount
of work that goes into providing such an analysis.
Given the effort that goes into an error analysis,
authors have to make trade-offs in their time spent
doing research. If papers can easily get accepted
without any error analysis, it is understandable that
this additional step is often avoided. How can we
encourage other NLG researchers to provide more
error analyses, or even just examples of errors?

Improving our standards We should adopt re-
porting guidelines that stress the importance of
error analysis in papers reporting NLG experi-
ments. The NLP community is already adopting
such guidelines to improve the reproducibility of
published work (see Dodge et al.’s (2019) repro-
ducibility checklist that authors for EMNLP2020
need to fill in). We should also stress the impor-
tance of error reporting in our reviewing forms;
authors should be rewarded for providing insight-
ful analyses of the outputs of their systems. One
notable example here is COLING 2018, which ex-
plicitly asked about error analyses in their review-
ing form for NLP engineering experiments, and
had a ‘Best Error Analysis’ award.19,20

19https://coling2018.org/paper-types/
20http://coling2018.org/index.html%3Fp=1558.html

Making space for error analyses We should
make space for error analyses. The page limit in
*ACL conferences is already expanding to incor-
porate ethics statements, to describe the broader
impact of our research. This suggests that we have
reached the limits of what fits inside standard pa-
pers, and an expansion is warranted. An alternative
is to publish more journal papers, where there is
more space to fit an error analysis, but then we as
a community also need to encourage and increase
our appreciation of journal submissions.

Spreading the word Finally, we should inform
others about how to carry out a proper error anal-
ysis. If this is a problem of exposure, then we
should have a conversation about the importance
of error reporting. This paper is an attempt to get
the conversation started.

6 Follow-up work

What should you do after you have carried out an
error analysis? We identify three directions for
follow-up studies.

Errors in inputs An additional step can be
added during the identification of errors which fo-
cuses on observing the system inputs and their rela-
tion to the errors. Errors in the generated text may
occur due to semantically noisy (Dušek et al., 2019)
or incorrect system input (Clinciu et al., 2021);
for instance, input data values might be inaccu-
rate or the input might not be updated due to a
recent change (e.g., new president). To pinpoint
the source of the errors, we encourage authors to
look at their input data jointly with the output, so
that errors in inputs can be identified as such.

Building new evaluation sets Once you have
identified different kinds of errors, you can try to
trace the origin of those errors in your NLG model,
or posit a hypothesis about what kinds of inputs
cause the system to produce faulty output. But how
can you tell whether the problem is really solved?
Or how can you stimulate research in this direc-
tion? One solution, following McCoy et al. (2019),
is to construct a new evaluation set based on the
(suspected) properties of the errors you have iden-
tified. Future research, knowing the scope of the
problem from your error analysis, can then use this
benchmark to measure progress towards a solution.

Scales and types of errors Error types and hu-
man evaluation scales are closely related. For ex-

https://coling2018.org/paper-types/
http://coling2018.org/index.html%3Fp=1558.html


ample, if there are different kinds of grammatical
errors in a text, we expect human grammaticality
ratings to go down as well. But the relation between
errors and human ratings is not always as transpar-
ent as with grammaticality. Van Miltenburg et al.
(2020) shows that different kinds of semantic er-
rors have a different impact on the perceived overall
quality of image descriptions.21 Future research
should aim to explore the connection between the
two in more detail, so that there is a clearer link be-
tween different kinds of errors and different quality
criteria (Belz et al., 2020).

7 Conclusion

Having found that NLG papers tend to underreport
errors, we have motivated why authors should carry
out error analyses, and provided a guide on how to
carry out such analyses. We hope that this paper
paves the way for more in-depth discussions of
errors in NLG output.
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and Antoine Widlöcher. 2016. On the reliability
of unitizing textual continua: Further developments.
Quality & Quantity, 50(6):2347–2364.

Zewang Kuanzhuo, Li Lin, and Zhao Weina. 2020.
SimpleNLG-TI: Adapting SimpleNLG to Tibetan.
In Proceedings of the 13th International Confer-
ence on Natural Language Generation, pages 86–90,
Dublin, Ireland. Association for Computational Lin-
guistics.

Chris van der Lee, Albert Gatt, Emiel van Miltenburg,
and Emiel Krahmer. 2021. Human evaluation of au-
tomatically generated text: Current trends and best
practice guidelines. Computer Speech & Language,
67:101–151.

Saad Mahamood and Ehud Reiter. 2012. Working with
clinicians to improve a patient-information NLG sys-
tem. In INLG 2012 Proceedings of the Seventh Inter-
national Natural Language Generation Conference,
pages 100–104.

Alessandro Mazzei. 2015. Translating Italian to LIS
in the rail stations. In Proceedings of the 15th Eu-
ropean Workshop on Natural Language Generation
(ENLG), pages 76–80, Brighton, UK. Association
for Computational Linguistics.

Tom McCoy, Ellie Pavlick, and Tal Linzen. 2019.
Right for the wrong reasons: Diagnosing syntactic
heuristics in natural language inference. In Proceed-
ings of the 57th Annual Meeting of the Association
for Computational Linguistics, pages 3428–3448,
Florence, Italy. Association for Computational Lin-
guistics.

Emiel van Miltenburg and Desmond Elliott. 2017.
Room for improvement in automatic image descrip-
tion: an error analysis. CoRR, abs/1704.04198.

Emiel van Miltenburg, Chris van der Lee, and Emiel
Krahmer. 2021. Preregistering NLP research. In
Proceedings of the 2021 Conference of the North
American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies,
pages 613–623, Online. Association for Computa-
tional Linguistics.

Emiel van Miltenburg, Wei-Ting Lu, Emiel Krahmer,
Albert Gatt, Guanyi Chen, Lin Li, and Kees van
Deemter. 2020. Gradations of error severity in au-
tomatic image descriptions. In Proceedings of the
13th International Conference on Natural Language
Generation, pages 398–411, Dublin, Ireland. Asso-
ciation for Computational Linguistics.

Margaret Mitchell, Simone Wu, Andrew Zaldivar,
Parker Barnes, Lucy Vasserman, Ben Hutchinson,
Elena Spitzer, Inioluwa Deborah Raji, and Timnit
Gebru. 2019. Model cards for model reporting. In
Proceedings of the conference on fairness, account-
ability, and transparency, pages 220–229.

Adrian Muscat and Anja Belz. 2015. Generating de-
scriptions of spatial relations between objects in
images. In Proceedings of the 15th European
Workshop on Natural Language Generation (ENLG),
pages 100–104, Brighton, UK. Association for Com-
putational Linguistics.

Kimberly A. Neuendorf. 2017. The Content Analysis
Guidebook. SAGE Publications. Second edition,
ISBN 9781412979474.

Jason Obeid and Enamul Hoque. 2020. Chart-to-text:
Generating natural language descriptions for charts
by adapting the transformer model. In Proceedings
of the 13th International Conference on Natural Lan-
guage Generation, pages 138–147, Dublin, Ireland.
Association for Computational Linguistics.

Artidoro Pagnoni, Vidhisha Balachandran, and Yulia
Tsvetkov. 2021. Understanding factuality in abstrac-
tive summarization with FRANK: A benchmark for
factuality metrics. In Proceedings of the 2021 Con-
ference of the North American Chapter of the Asso-
ciation for Computational Linguistics: Human Lan-
guage Technologies, pages 4812–4829, Online. As-
sociation for Computational Linguistics.
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A Annotation

A.1 Procedure and definitions
We annotated all papers from INLG2010,
ENLG2015, and INLG2020 in two rounds. Round
1 was an informal procedure where we generally
checked whether the papers mentioned any errors
at all (broadly construed, without defining the term

‘error’). Following this, we determined our formal
annotation procedure, based on the example papers:
first check if the paper is amenable. If so, check
if it (a) mentions any errors in the output or (b)
contains an error analysis. We used the following
definitions:

Amenable A paper is amenable to an error anal-
ysis if one of its primary contributions is presenting
an NLG system that produces some form of out-
put text. So, NLG experiments are amenable to an
error analysis, while survey papers are not.

Error Errors are (countable) instances of some-
thing that is wrong about the output.

Error mention An ‘error mention’ is a refer-
ence to such an instance or a class of such instances.

Error analysis Error analyses are defined as
formalised procedures through which annotators
identify and categorise errors in the output.

A.2 Discussion points
The most discussion took place on the topic of
amenability. Are papers that just generate preposi-
tions (Muscat and Belz, 2015) or attributes for re-
ferring expressions (Theune et al., 2010) amenable
to error analysis? And what about different ver-
sions of SimpleNLG? (E.g., Kuanzhuo et al. 2020.)
Although these topics feel different from, say, data-
to-text systems, we believe it should be possible to
carry out an error analysis in these contexts as well.
In the end, amenability for us is just an artificial
construct to address the (potential) criticism that
we cannot just report the amount of error analyses
as a proportion of all *NLG papers. As such, our
definition for amenability is just a quick heuris-
tic. Determining whether a paper really benefits
from an error analysis is a more complex issue, that
depends on many contextual factors.

B Papers containing error analyses

Below is a brief summary of the error analyses that
we found in our annotation study.

1. Barros and Lloret (2015) investigate the use
of different seed features for controlled neural NLG.
They analysed all the outputs of their model, and
categorised them based on existing lists of common
grammatical errors and drafting errors.

2. Akermi et al. (2020) explore the use of pre-
trained transformers for question-answering. They
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conducted a human evaluation study, asking 20
native speakers to indicate the presence of errors in
the outputs of a French and English system. These
errors were categorised as: extra words, grammar,
missing words, wrong preposition, word order.

3. Beauchemin et al. (2020) aim to generate ex-
planations of plumitifs (dockets), based on the text
of the dockets themselves. Following the identifi-
cation of different errors (defined by the authors
as “the lack of realizing a specific part (accused,
plaintiff or list of charges paragraphs), instead of
evaluating the textual generation,” they trace the
source of the error back to either an earlier informa-
tion extraction step, or to the generation procedure.

4. Kato et al. (2020) present a BERT-based ap-
proach to simplify Japanese sentence-ending predi-
cates. They took a bottom-up approach to classify
the 140 cases where their model could not gener-
ate any acceptable cases. The authors then relate
the error types to different stages of the generation
process, and to the general architecture of their
system.

5. Obeid and Hoque (2020) present a neural
NLG model for automatically providing natural
language descriptions of information visualisations
(i.e., charts). They manually assessed 50 output
examples, and highlighted the different errors in
the text. The authors find that, despite their efforts
to prevent it, their model still suffers from halluci-
nation. They identify two kinds of hallucination:
either the model associates an existing value with
the wrong data point, or it simply predicts an irrel-
evant token.

A notable exception is the paper by Thomson
and Reiter (2020), who carry out an error analysis
of existing output data from three different systems.
This paper was not considered amenable, because
it does not present an NLG system of its own, and
thus it was not included in our counts. But even
if we were to count this paper among the error
analyses, the trend remains the same: very few
papers discuss errors in NLG output.


