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The occurrence and intensity of the detonation phenomenon at spark-ignition (SI)
engine conditions is investigated, with the objective to successfully predict super-knock
and to elucidate the effect of kinetics and transport at the ignition front. The compu-
tational singular perturbation (CSP) framework is employed in order to investigate the
chemical and transport mechanisms of deflagration and detonation cases in the context
of 2D high-fidelity numerical simulations. The analysis revealed that the detonation
development is characterised by: (i) stronger explosive dynamics and (ii) enhanced
role of convection. The role of chemistry was also found to be pivotal to the detonation
development which explained the stronger explosive character of the system, the latter
being an indication of the system’s reactivity. The role of convection was found to be
enhanced at the edge of the detonating front. Moreover, the increased contribution of
convection was found to be related mainly to heat convection. Remarkably, the detona-
tion front was mainly characterised by dissipative and not explosive dynamics. Finally,
diffusion was found to have negligible role to both examined cases.

Keywords: detonation; super-knock; CSP; explosive dynamics

1. Introduction

To meet the increasing demands of lower carbon footprint, the current engine technology
needs to be significantly improved in terms of both efficiency and emissions, with flexi-
bility in fuels derived from petroleum or renewable sources. One approach towards this
direction is a downsized IC engine [1] that can produce a comparable power to that of
a larger engine through the use of different techniques: turbocharging or supercharging,
often coupled with direct injection (DI), advanced exhaust gas recirculation (EGR) or vari-
able valve timing (VVT). The main benefits from the downsized engines are the increased
thermal and fuel efficiencies [2, 3] and the inherent high-power density [4]. It has been
demonstrated that a downsized and boosted engine with an optimal injection strategy can
achieve very high gross thermal efficiency of 48.7% with 21 bar gross indicated mean
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effective pressure (IMEP) [5]. Downsized engines have been reported to successfully mit-
igate CO2 emissions by reducing fuel consumption [6], making it a serious contender in
reducing greenhouse emissions and harmful pollutants [1]. When matched with technolo-
gies, advanced IC engines such as homogeneous charge compression ignition (HCCI)-type
combustion also allow considerable fuel flexibility. Particularly, they can operate not only
with conventional gasoline- and diesel-like fuels, but also with alternative or renewable
fuels, such as natural gas, ethanol, methanol, and biodiesel [5, 7].

However, one of the major technical challenges in downsized and boosted engines
is the pre-ignition, and even super-knock [8]. The pre-ignition phenomenon refers to a
premature autoignition of the reactant mixture prior to the spark ignition timing due to
various ignition sources [9, 10], triggering end-gas autoignition, and subsequently it may
induce deflagration-to-detonation (DDT) transition. This leads to extremely high-peak
amplitudes of pressure oscillations in the combustion chamber, and consequently causes
severe mechanical damage [11]. Optical diagnostics carried out by Wang et al. [8] showed
that the mechanism of super-knock is described as hot spot-induced DDT followed by
high-pressure oscillation. Detonation develops if there is a coherent coupling between the
acoustic wave and the reaction front [12, 13]. At these conditions, the front speed and the
peak pressure are comparable to the Chapman-Jouguet (CJ) detonation speed, and the von
Neumann pressure PZND spike, respectively [14].

Considering its practical significance, many engineering strategies to suppress pre-
ignition and super-knock have been reported. Gong et al. [15] demonstrated a successful
implementation of an early or late secondary injection, resulting in a decreased super-
knock frequency, fuel consumption, and emissions, while NOx level was found to be
increased. Dai et al. [16] also reported that local NOx concentrations play a role in det-
onation development in dimethyl ether (DME)/air mixtures within negative temperature
coefficient (NTC) regime, in engines using EGR. The attenuation of fuel reactivity was also
considered. Liu et al. [17] performed experiments with rapid compression machine (RCM),
where replacing part of gasoline fuel with less reactive methane or propane was found to
transition the combustion mode from detonation to flame propagation. They also reported
that methanol was effective in suppressing detonation development. The effect of spark
location and timing was also found to have an impact [18], such that advancing the spark
timing was found to induce super-knock at high compression ratio conditions [14, 19].

Fundamental description of the ignition and detonation development has also been stud-
ied extensively. Since the theoretical classification of ignition regimes by Zel’dovich [12],
Bradley and co-workers [20–22] proposed the regime diagram to identify the detonation
propensity in the presence of two non-dimensional parameters based on the reactivity of
the mixture and the temperature distribution in the hot spot. A number of one-dimensional
simulations were conducted to reproduce the ‘detonation peninsula’ for a specific choice
of fuels [23–25].

Sow et al. [26] also reported that the temperature gradient in the bulk mixture affects
the run-up time and intensity of the detonation. Luong et al. [27] extended the theory into
multidimensional direct numerical simulations to characterise the ignition behaviour in the
presence of turbulence intensity and temperature fluctuations and thoroughly validated by
statistical analysis.

Extensive experimental and numerical studies by the engine research community have
provided valuable insights into the detonation mechanism [14]. Quantitative and qualita-
tive results obtained from many optical diagnostics and high-fidelity numerical simulations
under IC engine conditions greatly help develop and validate the theoretical predictive
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models of engine knock [28–30]. Experiments, however, provide only limited access to
detailed spatial and temporal information on temperature, pressure, and individual species
of the developing detonation process [31]. They fail to provide detailed information on
the interplay of the chemical reactions and their respective timescales, and convection
and diffusion associated with super-knock conditions, and the relative role of the tem-
perature over the evolution of the system. On the contrary, direct numerical simulation
(DNS) can provide more detailed information associated with the complex flow and species
fields [27]. A systematic and rigorous diagnostic tool is therefore needed to extract salient
information from massive DNS datasets, and thus provide a better understanding of the
dynamics of the developing detonation such as the interplay between the relevant transport
processes and dominant chemical pathways.

Based on the geometric singular perturbation (GSP) concept introduced in the 1970s
[32], the computational singular perturbation (CSP) is an algorithmic method of asymp-
totic analysis developed by Lam and Goussis [33], initially applied in problems of chemical
kinetics [34] and later extended to other fields, such as reacting flows [35, 36], biology [37],
pharmacokinetics [38] and others. In problems of reacting flows with detailed chemistry,
CSP allows a characterisation of dynamical structures and their properties in the phase
space, by identifying the fastest timescales that become quickly exhausted to equilibrium,
thus establishing certain constraints called slow invariant manifolds (SIM), on which the
system dynamics evolve at fast and slow active timescales. The simplified form of the
governing equations produces the reduced model, which governs the flow along the SIM.
Specifically, CSP allows the decomposition of the system to a range of modes, i.e. math-
ematical objects each characterised by two features: an amplitude (dictating the impact to
the system’s slow evolution) and a timescale (indicating the time-frame of action). Based
on the magnitudes of these features and the nature of each mode (i.e. explosive versus
dissipative), the investigator can identify algorithmically the mode(s) being most impor-
tant to the system’s slow evolution. The physical interpretation is then obtained by using
mathematical formulas which enable the identification of the important physical processes
(chemical reactions or transport processes) that contribute to the mode(s) amplitude or the
timescales.

The objective of this study is to apply the CSP algorithm and various tools in order
to identify key changes in the system’s dynamics and to examine the interplay between
transport processes (convective and diffusive) and chemistry towards the development of
detonation phenomena. The results from this examination aim to shed more light into a
highly complex phenomenon that despite being a topic of research for many decades our
understanding is yet limited. The analysis is based on data produced by two-dimensional
simulations representing engine conditions, investigated under two distinguished events
with and without detonation occurrence.

2. Material and methods

2.1. Numerical setup

CONVERGE software [39] was utilised for simulating two 2D cases, representative of SI
engine conditions, carried out on Shaheen II supercomputer at KAUST. The soundness of
CONVERGE CFD as a tool to model detonation has been verified with an incompressible
code, KARFS [40, 41], and the results of this benchmarking exercise are presented in
Appendix.
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Table 1. Summary of the numerical setup.

Simulation setup Characteristics

Domain 20.464× 20.464 mm
Grid 32× 32 µm, AMR level 2
Gaussian hot spot Tmax = 1400 K, σ = 1 mm, Fixed Embedding scale 3, r = 5 mm
Temperature field Tmean = 1100 K, �TRMS = 5 K, lT = 5 mm, 1.5 mm
Pressure Pin = 35 atm
Reactive fuel C2H5OH, ϕ = 1
Chemical mechanism 40 species, 180 elementary reactions

CONVERGE CFD software is used for engine applications with the capability to
capture detonation phenomena [18, 42–45]. To advance in time, the fully compressible
formulation of the Navier-Stokes, energy and species equations, a pressure-implicit with
splitting of operator (PISO) algorithm is used. The Redlich-Kwong equation of state is
used with mixture-averaged diffusion coefficients, suitable for high-temperature, high-
pressure conditions and accounting for real gas behaviour. High-resolution simulations
were run in the direct numerical simulation (DNS) mode without turbulence submodels,
with detailed chemical reaction terms solved by the Multi-Zone Well-Stirred Reactor (MZ-
WSR) model [46], fully coupled with the flow solver. The time advancement is performed
with a variable timestep, 1st order implicit Euler, limited by Courant–Friedrichs–Lewy
(CFL) number for Mach of 1.0, with �tmin ranging from 5e− 10 to 5e− 09 s. For the
boundary conditions, the four boundaries are represented as solid walls at which no-slip
velocity and zero-gradient conditions for scalar variables are imposed. The spatial dis-
cretization is handled by the monotonic upstream-centred scheme for conservation laws
(MUSCL), providing a 2nd order of accuracy for the convection term. The diffusion terms
in the transport equation are discretised using a 2nd order central difference scheme.

In all cases, a square 2D domain was employed with dimensions of 20.464× 20.464 mm
as in Refs. [7, 27, 47, 48]. The domain is made up of a base grid of size of 32 µ m with level
2 adaptive mesh refinement (AMR) computed at every timestep, yielding the minimum
grid size of 8 µ m. As shown in Table 1, a Gaussian hot spot with distribution σ = 1 mm
representing the spark plug in an SI engine is imposed at the centre of the left domain
boundary, and its resolution is further improved by setting up a level 3 fixed embedding
(FE) over it, at r = 5 mm, yielding a local cell refinement of 4 µ m. The maximum tem-
perature of the hot spot is set at Tmax = 1400 K, representing practical engine conditions.
Two cases were considered; Case A is representative of detonation (supersonic behaviour),
while Case B is representative of deflagration (subsonic behaviour). The distinct combus-
tion modes allow a direct comparison between the two cases through which the unique
features associated with the detonation dynamics are revealed.

Figure 1 displays the mesh resolution at the initial timestep (a), t0, for both cases and at
the timestep of 99% τign for Cases A and B ((b) and (c)), where τign is the homogeneous
ignition delay time. It is shown that the grid refinement increases significantly in the areas
of high temperature gradients. At the very initial timestep, this area is near the hot spot,
while as time evolves autoigniting kernels emerge and the AMR algorithm adds the grid
refinement accordingly.

In addition, the inherent temperature inhomogeneity found in IC engines was addressed
by imposing a temperature stratification in the mixture of uniform composition as the initial
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Figure 1. Grid resolution after AMR and FE refinement at (a) t0 for both Cases A and B, (b)
99% τign for Case A and (c) 99% τign for Case B, where τign is the homogeneous ignition delay time.

Figure 2. Temperature fields for Case A (left) and Case B (right) at the initial timestep t0.

condition, as shown in Figure 2. The most energetic length scale of temperature fluctuation,
lT , is 5 mm and 1.5 mm for Cases A and B, respectively, and the temperature fluctuations
in the domain were imposed by the root mean square (RMS) temperature �TRMS = 5 K.
The selected lT and �TRMS values for Case A ensure the occurrence of detonation, as has
been demonstrated in Refs. [7, 47]. The computational square domain has been chosen
sufficiently large to accommodate four most energetic length scales of temperature fluctu-
ations (lT ) in each direction, thereby reproducing the statistically significant behaviour of
multiple ignition front interactions while also keeping the computational cost affordable.

The initial pressure, Pin in both cases was set at 35 atm, representing the case of the
in-cylinder pressure at the top dead centre (TDC), while the von Neumann pressure PZND

based on the initial mean temperature is 34.8 MPa, and the Chapman-Jouguet velocity UCJ

is 1834.2 m/s. Ethanol is chosen as a fuel because it is considered to be a representative
non-NTC related renewable biodiesel. Additionally, due to the high autoignitive resistance
provided by the high octane number (ON) of ethanol, triggering detonation in such condi-
tions is physically harder. Therefore, the results of this study are applicable to fuels/blends
at higher ON ratings. The chemical mechanism consists of 40 species and 180 elemen-
tary reactions [49]. The equivalence ratio of the bulk mixture is initially set to ϕ = 1.
The strong detonation case (Case A) and the deflagration case (Case B) both have a mean
temperature of 1100 K. The high bulk mixture temperatures of both cases aim to reflect
the end gas autoignition conditions in order to reduce the computational cost, following
the practice of Luong et al. [7, 47]. Concretely, the simulations herein only capture the
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onset of the end-gas autoignition event, where the remaining unburned fuel/air mixture has
already been heated up to a high temperature and pressure. This allows for a good balance
between computational expenses and fidelity of the simulations. Finally, since the end-gas
autoignition occurs at a very short timescale (in the order of microseconds), the entire pro-
cess is assumed to occur at a constant volume, thereby neglecting the effect of the piston
movement.

2.2. Ignition regime characterisation

The Bradley ignition regime diagram was developed on the basis of a one-dimensional
setup, but serves as a representative metric for the 2D simulations. The Bradley diagram
employs two non-dimensional numbers, (ξ and ε), to identify the developing detonation
peninsula, thus distinguishing the zones of subsonic and supersonic autoignitive fronts,
as well as thermal explosion [21]. The ξ parameter is a non-dimensional number and
represents the ratio of the speed of sound (a) to the propagation speed (Ssp).

ξ = a/Ssp (1)

Note that the upper and lower ξ limits of the C-shaped curve of the developing detonation
regime strongly depend on the initial conditions, fuel type, and the kinetic model used in
the simulations [24, 25]. In general, a strong detonation development is expected when
ξ ranges between 1 to O(10) [24, 25], and for ξ values lower than unity homogeneous
thermal explosion occurs. The ε parameter denotes the ratio of the residence time of the
pressure wave in the radius of the autoignition kernel (rhs) to the excitation time (τe):

ε = (rhs/a)/τe (2)

where τe is determined from the heat release rate profile at the reference mixture
condition [21].

In multidimensional problems, the representative ξ in a uniform mixture with temper-
ature inhomogeneities is approximated as ξ ∼= a|dτign/dT ||∇̃T | [27, 31] where ∇̃T is the
statistical mean temperature gradient and τign is the homogeneous ignition delay time at a
local mixture condition.

In the isotropic temperature field fluctuations, Peters et al. [28] found that the character-
istic length scale representing the size of hot spots rhs is comparable with the mean distance
of the dissipation elements, lDE. As such, ∇̃T is approximated as ∇̃T ∼= TRMS/lDE, where
TRMS the root-mean-square (RMS) temperature fluctuation. lDE is found to be approxi-
mately equal to a half of the two-point autocorrelation integral length scale, lDE

∼= let/2,
for the isotropic energy spectrum adopted in this study [27].

Similarly, ε for the multidimensional field is approximated as [27]

ε = lDE/(lm/α), (3)

where lm is the minimum run-up distance to form direct detonation initiation from a hot
spot [50]. α is the weighting factor, α = 4, that accounts for the shortened run-up distance
of detonation formation quantitatively observed in the DNS, resulting from the interaction
and collision of multiple ignition fronts in the highly-reactive transient mixture condi-
tions. More specifically, under the highly-reactive conditions of end-gas autoignition, it
was found that the multi-dimensional effect of the interaction and collision of emerging
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multiple ignition kernels greatly promotes the onset of detonation, and thus shortens the
run-up distance of detonation initiation as compared to that of 1D laminar detonation ini-
tiated by only an isolated hot spot [27, 50]. As quantitatively observed in the DNS cases,
the weighting value of 4 was introduced to account for these effects [27].

The significance of ξ and ε is that no detonation is expected for ε � 1 regardless
of the magnitude of the ξ parameter. As ε approaches unity, the transient mixture state
shifts towards the boundary of the detonation peninsula, and the developing detonation is
expected. For ε � 1 fully developed detonation is expected to occur for ξ ∼ 1 to O(10)

[27].
In this study, it was found that ε = 1.3 and ξ = 9.3 for Case A, and ε = 0.4 and ξ = 31

for Case B, thereby suggesting that Case A exhibits strong detonation as opposed to the
non-detonating (deflagrative) Case B.

Note that the complex thermo-chemical and physical processes of the entire engine cycle
are not reproduced in this study due to the expensive computational cost of DNS. However,
the conditions of a high temperature and pressure, the most energetic length scale, and the
temperature fluctuation of temperature considered in this study are configured to replicate
the end-gas autoignition process that is typically observed near the top dead centre (TDC)
of a SI engine. As such, the simulated results in this study are directly relevant to the
behaviour of the detonation development process observed in an IC engine.

2.3. Computational singular perturbation (CSP) and its algorithmic tools

For complex chemical systems with a large number of species and reactions, an analytical
tool is necessary in order to identify the smaller set of processes that are most essential
in determining the system dynamics. A common approach is the local sensitivity anal-
ysis (LSA), which quantifies the importance of the individual model parameters on the
evolution of the system by computing the sensitivity coefficients. This approach is unable
to identify distinct characteristic times for individual processes and may sometimes lead
to misleading results [51]. The principal component analysis (PCA) [52] is another com-
mon approach to reduce the dimensionality by transforming a large set of variables into a
smaller one that preserves as much statistical information as possible [53]. Again, PCA is
typically extracted from a large dataset throughout the entire evolution of the dynamical
system, and hence does not capture the temporal aspects of the system.

In contrast, the computational singular perturbation (CSP) is an algorithmic method of
asymptotic analysis that can be applied on any multiscale physical system to identify dif-
ferent dynamical modes with characteristic time scales. Through the construction of the
basis chemical eigenvectors, CSP transforms the n-dimensional (where n is the number of
reactive scalars) coupled systems into n characteristic modes with distinct eigenvalues that
are ordered by magnitude. This allows an identification of the fast modes that are exhausted
to steady state, while the remaining slow modes evolves on the low dimensional manifolds
at much larger timescales. More recently, the tangential stretching rate (TSR) was defined
as a weighed sum of all relevant eigenvalues and mode amplitudes as a unified scalar met-
ric to describe the explosive/dissipative nature of the system evolving on the manifolds
[54, 55].

The details of the CSP method used herein and its algorithmic tools have been discussed
elsewhere (see for instance [56–58]), and only a brief summary is provided here. Follow-
ing the standard practice, vectors are denoted by boldface letters. Consider the system of
species and temperature governing equations in the general form of Equation (4):
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∂z
∂t
= LT (z)+ g(z), LT (z) = LC(z)+ LD(z) (4)

where z is the system’s (N + 1)-dimensional state vector that includes the N mass frac-
tions of the chemical species (y1, y2, . . . , yN ) and temperature (T), LD(z), LC(z), LT (z)
the (N + 1)-dimensional vectors representing the spatial transport operators for diffu-
sion, convection and their sum, respectively, and g(z) the (N + 1)-dimensional vector of
the chemical source term. In the absence of any spatial inhomogeneities (i.e. LT (z) = 0)
Equation (4) degenerates to Equation (5):

∂z
∂t
= g(z), LT (z) = 0 (5)

According to the CSP framework, the system of Equation (4) can be transformed to
Equation (6):

∂z
∂t
=

N+1∑
i=1

aih
i, hi = bi(LT + g) (6)

where ai, bi the i-th dual (row and column, respectively) CSP basis vectors, so that
bjai = δ

j
i . In essence, CSP allows us to decompose the state vector to a set of (N + 1)

CSP modes, by projecting the original system to the directions of the eigenmodes. The
CSP basis vectors can be calculated through an iterative refinement process or, as it will be
discussed next, they can be approximated by the eigenvectors of the Jacobian of the chemi-
cal source term. Each CSP mode is characterised by a timescale τi and an amplitude hi; the
former dictates the frame of action of the i-th mode, while the latter defines its impact on
the system’s slow evolution [59]. Although the CSP modes and the associated timescales
and amplitudes are purely mathematical objects, physical meaning can be obtained by
examining the process (and in certain cases the variables) that contribute the most to their
generation. Note that the CSP analysis is neither restricted by specific flowcharacteris-
tics, e.g. compressible/incompressible or subsonic/supersonic, and no adjustment in the
analysis is necessary for the present study of detonation problem. The flow characteris-
tics are reflected on the transport terms in the transport equations and hence are inherently
represented by the amplitudes of the CSP modes.

Some of the modes (j < M ) are much faster than the remaining (slow) ones and the
temporal evolution of the whole system. Hence, the M fast timescales become quickly
exhausted, allowing the projection of the original system onto the slow invariant manifolds.
The system is confined to evolve on a manifold under the action of the remaining ((N +
1)−M ) slow (active) modes, described by:

∂z
∂t
≈

N+1∑
i=M

aih
i, hj ≈ 0, j = 1, . . . M (7)

For leading order accuracy, the CSP basis vectors ai, bi can be approximated by the right
and left eigenvectors αi, β i, respectively, of the Jacobian J of the chemical source term
g(z) [60, 61]. Then, the i-th timescale τi can be calculated on the basis of the respective
eigenvalue λi, i.e. τi = 1

|λi| . The sign of the eigenvalue (positive or negative) determines the
nature of the respective CSP mode; a negative eigenvalue indicates a dissipative mode that
tends to drive the system towards equilibrium, while a positive eigenvalue is called explo-
sive [62] that drives the system away from the equilibrium. For example, when dissipative
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modes dominate, the right-hand-side RHS of Equation (4) decays while when an explosive
mode dominates the RHS of Equation (4) increases exponentially. Explosive modes have
been extensively investigated in reacting flows because they are inherently related to limit
phenomena and flames. As previously discussed, however, their mere existence does not
qualify them as dominant ones for the system’s slow evolution. In fact, their action may
be largely cancelled by the action of other more active dissipative modes, hence their net
effect can be insignificant. In any case, their consideration as dominant ones has to always
be subject to investigation. In fact, according to Equation (7), two conditions must be sat-
isfied in order for a mode to have a strong effect on the system’s slow evolution [63]: (i)
its timescale τi must be among the fastest of the slow ones, i.e. τM+1 ≤ τi ≤ τM+k , where
k > 1 but sufficiently small, and (ii) its amplitude hi must be the largest one in magnitude
(or at least sufficiently close to the largest one). Throughout the manuscript, ‘explosive’
character is represented by the existence of CSP modes with their associated eigenvalues
being positive.

To assess the contribution of each physical process (chemical or transport-related) to the
development of the i-th amplitude hi, the amplitude participation index (API) is used [64].
For a chemical source term expressed as Equation (8):

g(z) =
2K∑

k=1

ŜkRk (8)

where Ŝk the (N + 1)-dimensional generalised stoichiometric vector of the k-th reaction,
Rk the respective reaction rate and 2K the total number of unidirectional reactions, the
amplitude hi is written in the form of Equation (9): [65]:

hi = β i(LT + g) =
N+1∑
j=1

β i
j LT ,j +

2K∑
k=1

β iŜkRk =
2K+N+1∑

m=1

γ i
m (9)

Then, the API is defined as Equation (10):

Pn
k =

γ n
k∑2K+N+1

m=1 |γ n
m|

(10)

thereby measuring the contribution of the k-th process to the n-th CSP mode [66]. The signs
of the eigenvectors αi, β i are properly adapted in order to ensure that the amplitudes of all
slow (active) modes are positive. The positive API values then indicate that the associated
processes enhance the impact of the respective mode while the opposite holds for negative
API values.

An additional tool recently developed in the CSP framework is the tangential stretching
rate (TSR) [54, 55], which is the resultant effect of all eigenvalues with weights that depend
on the amplitudes of the modes, i.e.

ωτ̃R+T =
N+1∑

i=M+1

Wi,R+Tλi, Wi,R+T = hi

LT + g

N+1∑
k=M+1

hk

LT + g
(11)
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where LT and g the norms of LT and g, respectively. In the absence of any spatial
inhomogeneities, Equation (11) leads to Equation (12):

ωτ̃R =
N+1∑

i=M+1

Wi,Rλi, Wi,R = hi

g

N+1∑
k=M+1

hk

g
(12)

Note that in the above definition, TSR only considers the action of the slow (active) modes.
As such, the TSR on the basis of Equation (11) is called reactive-transport TSR while

that from Equation (12) is reactive TSR, to reflect the presence or absence of the transport
process in the formulation [67, 68]. Furthermore, due to the large dynamic range of values
that both ωτ̃R+T and ωτ̃R obtain, they are both represented in logarithms, i.e.:

�R+T = Sign(ωτ̃R+T ) · Log10|ωτ̃R+T |, �R = Sign(ωτ̃R) · Log10|ωτ̃R | (13)

In the following analysis, the system’s fast explosive eigenvalue (λe,f ) is similarly loga-
rithmically scaled, i.e. �e,f = Log10λe,f . To avoid clutters, values of ωτ̃R+T , ωτ̃R and λe,f less
than unity are not presented because they bear little impact on the system’s slow dynam-
ics. Hence, positive and negative values of �R+T and �R denote explosive and dissipative
dynamics. Recall that the ‘explosive’ TSR follows that introduced by CSP, implying that
one or more positive eigenvalues have far bigger weights than the remaining negative
eigenvalues. All physical timescales are normalised by a nominal time of 1 second, such
that the magnitudes shown in the results are non-dimensional.

By definition, �R+T ≈ �R implies that the system becomes nearly homogeneous, hence
the chemical reactions dominate the system dynamics. However, when �R+T 	= �R, no
simple conclusion can be drawn for the relative significance of the transport and chemical
reactions. In that case, an alternative approach is required, and the TSR amplitude partic-
ipation index (TSR-API) provides valuable insights. The TSR-API is a weighted average
of the API values of the k-th process from all active modes with weights that depend on
the contribution of each mode to the construction of TSR, i.e.

HR+T
k = V R+T APIk (14)

where V R+T a ((N + 1)−M ) row vector which contains the weights of all active modes
to ωτ̃R+T , i.e.

V R+T
n = Sign(Re(λn)) · Wn,R+T |λn|∑N+1

i=M+1 |Wi,R+T ||λi|
(15)

and APIk a ((N + 1)−M ) column vector containing the API values Pn
k of the k-th pro-

cess across all n active modes, (n = M + 1, . . . , N + 1). Since the TSR-API tool HR+T
k is

defined for both chemical reactions and transport-related processes, both effects are aggre-
gated to obtain the net contribution of chemistry and transport to the magnitude and nature
(dissipative or explosive) of the TSR (ωτ̃R+T ), i.e.:

HR+T
R =

2K∑
k=1

HR+T
k , HR+T

D =
N+1∑
k=1

HR+T
k , HR+T

C =
N+1∑
k=1

HR+T
k , HR+T

T =
2(N+1)∑

k=1

HR+T
k

(16)
In the above Equation (16), HR+T

R , HR+T
D , HR+T

C , HR+T
T denote the overall contributions

of chemistry, diffusion, convection and transport (i.e. both convection and diffusion),
respectively, to ωτ̃R+T .
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Table 2. Timestep selection for Case A and Case B.

Case A Case B

Timestep t [ms] Pmax/PZND Tmean [K] t [ms] Pmax/PZND Tmean [K]

t1 0.975τign 0.21999 0.16 1386.9 0.22167 0.15 1441.9
t2 0.980τign 0.22112 0.32 1468.7 0.22281 0.17 1519.1
t3 0.988τign 0.22292 0.96 1620.4 0.22463 0.21 1714.6
t4 0.990τign 0.22337 1.26 1692.9 0.22508 0.25 1789.3
t5 1.000τign 0.22563 3.37 2463.9 0.22736 0.65 2526.7

Note that the eigenvectors used in Equation (7) (and subsequently in Equations (9)–(16))
are produced on the basis of the chemical source terms solely while the transport terms are
projected on to the directions produced by these basis vectors [35, 69, 70]. The rationale
for this approach was that the system’s stiffness is mainly introduced by the chemical
source term. Evidence to corroborate that argument in laminar and turbulent flames was
reported in [64, 71]. As such, it has been demonstrated that it is sufficient to compute the
fast and slow basis vectors based on the chemical dynamics, and transport has negligible
contribution. This will be clearly illustrated in the analysed results where it will be shown
that chemistry largely dominates over transport.

In the following, for all presented results related to the CSP analysis, the CSPTk
package [54, 72] integrated with the TChem [73] package for thermo-kinetic database
management was employed.

3. Results and discussion

3.1. Overall combustion characteristics

To properly analyse the ignition dynamics of two distinct Cases A and B, which exhibit
detonation development and regular deflagration, respectively, instantaneous data fields at
comparable stages were selected for analysis in order to compare the evolution character-
istics in both cases. Scaling the temporal evolution of both systems against the respective
ignition delay times (determined on the basis of the maximum rate of change of the mean
temperature), five instants (t1–t5) were selected as shown in Table 2.

Figure 3 shows that the selected instants capture the critical moments as both the
volume-averaged (mean) pressure (Pmean) and temperature (Tmean) evolve significantly
during the ignition. Note that the mean pressure and temperature are both calculated by
averaging all computational cells of the domain per timestep. In addition, for the detonat-
ing case, Case A, the first three instants are before the detonation onset, t4 is immediately
after the detonation onset and at t5 the detonation event has evolved further. A time is
referred to as ‘before’ or ‘after’ the detonation onset based on whether the local pressure
normalised by the von Neumann pressure (PZND) is less or greater than unity. Considering
that PZND = 34.8 MPa for both cases, Figure 3 shows that Pmax of Case A clearly exceeds
PZND, reaching Pmax/PZND values of 9.7. In fact, at t3 the pressure ratio is just below unity
(value of 0.96) while at t4 it has just become greater than unity (value of 1.26), and at t5
it has increased further to 3.37. As will be shown next, the Pmax values detailed in Table 2
and Figure 3 all relate to the same ignition kernel. On the contrary, the pressure of Case B
does not exceed PZND, Pmax/PZND < 1.
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Figure 3. (a) Normalized maximum pressure; (b) Maximum temperature; (c) Normalized mean
pressure; (d) Mean temperature. Red lines and markers denote Case A, blue lines and markers denote
Case B. The respective values for Cases A and B are marked for the five time selections. For the exact
values of the highlighted instants see Table 2.

To further assess the detonability of Case A, the temperature field at five selected instants
is shown in Figure 4. A notable difference between the two cases is the significantly larger
number of ignition kernels established in Case B, which is a direct consequence of the
smaller lT of Case B compared to Case A (1.5 mm and 5.0 mm, respectively). Hence, in
Case A larger high-temperature spots allow a longer run-up distance to develop detonation,
resulting in favourable conditions for detonation [74]. On the other hand, in Case B the
smaller lT leads to a larger number of smaller pockets of gas which autoignite concurrently.
This results in less detonative, smaller spots unable to develop into detonation due to their
competition with the consumption of the unburned fuel.

Figure 4 shows that the ignition kernels created in Case A develop further in time and
undergo collision and merging, thereby establishing new and stronger ignition fronts. The
merging of ignition fronts directly results in strengthening the associated pressure waves.
Close-up views in Figure 5 clearly show that the detonation onset in Case A is a conse-
quence of the shock-to-shock interaction among at least three ignition kernels which appear
to merge at t3 and induce detonation development as manifested by the high pressure ratio
(P/PZND) achieved at t4. On the other hand, in Case B, the merging of the ignition kernels
does not affect the pressure waves which remain uncoupled from the ignition propagation
fronts, hence no noticeable detonation occurs.
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Figure 4. Temporal evolution of temperature contours for the five selected times for Case A (first
row) and B (second row). In subfigures (a–c) of Case A, the red circle indicates the location where
the detonation event is first established. For the details of the selected times see Table 2 and Figure
3.

Figure 5. Temporal evolution of the normalised (against PZND) pressure for Case A (upper row)
and B (lower row), for three selected times, t2–t4. For the details of the selected times see Table 2
and Figure 3.

Note that although a few pressure spikes Pmax reaching PZND are observed for Case
B, these instantaneous pressure spikes actually stem from the collision and intersection
of multiple emerging end-gas autoignition fronts at the late phase of the combustion pro-
cess. As shown in Figures 4 and 5, the fuel/air mixture is mostly consumed by low-speed
ignition fronts, and a negligible amount of the unburned mixture still remains during the
end-gas autoignition process that annihilates developing detonation formation, and thus no
detonation is observed for Case B.

3.2. Computational singular perturbation (CSP) analysis

Having examined the physical characteristics of pressure and temperature fields, the next
step is to examine the dynamics of the system in both cases, in view of the CSP diagnos-
tics and particularly �R, �R+T and �e,f . Recall that �e,f signifies the regions where an
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Figure 6. Results for Cases A (a–e) and B (f–j) at t4. From left to right, spatial distributions of �R
(a,f), �R+T (b,g), �e,f (c,h), �e,f overlaid with �R+T > 0 (d,i) and �R+T -�R (e,j).

explosive mode is present, with its magnitude being indicative of its timeframe of action,
yet without considering the impact of the remaining active modes (dissipative ones) which
can potentially have larger impact on the system’s slow dynamics. On the other hand, �R

and �R+T are weighted averages of all active (slow) modes (both explosive and dissipative)
with weights that depend on their amplitudes. Recall also that �R and �R+T can take both
positive (explosive) and negative (dissipative) values, while �e,f by definition takes only
positive values and indicates explosive dynamics. As a result, �R and �R+T are defined
everywhere in the computational domain, whereas �e,f only exists in certain parts of the
domain. This is confirmed in Figure 6 which shows the spatial distributions of �R, �R+T

and �e,f for both cases at t4, i.e. the instants of the detonation onset for Case 4.
The spatial distributions of �R and �R+T in both cases in Figure 6(a, b and f, g) show

many similarities, but there are regions where �R and �R+T exhibit significant differences,
as shown in Figure 6(e,j). This is where the transport plays a significant role in the system’s
slow active modes, either positively (shown in red) or negatively (shown in blue). It is
seen that positive �R+T −�R is more pronounced in Case A rather than Case B. In fact,
the areas where this difference becomes highly positive in Case A (reaching values as high
as 13) are located at the edge of the detonation front where, as it will be confirmed next,
transport processes become important.

Second, �e,f appears to exist in a wider region of the computational domain in contrast
to �R and �R+T which become positive (hence suggesting explosive dynamics) at a much
smaller fraction of the computational domain. This clearly indicates a competition between
the explosive mode associated with �e,f and dissipative modes. In the regions where �e,f

exists, but �R or �R+T are negative, active dissipative modes obtain larger amplitudes
than the explosive mode, hence induce a stronger effect on the system’s slow evolution.
The difference between �e,f and �R+T is more clearly highlighted in subfigures 6(d) and
(i) where the positive �R+T regions (color) are overlaid on positive �e,f regions (black and
white). It is evident that positive �e,f does not always represent the explosive nature of the
system’s dynamics, since its action is cancelled by that of more active dissipative mode(s).
Only a smaller subset of positive �R+T regions are considered truly explosive. Hence, the
diagnostics solely based on �e,f may lead to an erroneous interpretation of the system’s
dynamics, since the action of the explosive mode can be cancelled by other dissipative
modes, as it was shown in Figure 6), thereby rendering the drawn conclusions, in the best
case, questionable [75–81]. This is in agreement with earlier work in turbulent and MILD
combustion that reached the same conclusion and highlighted that �e,f can compete with
dissipative modes which become more active (i.e. faster in terms of their timescales and
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Figure 7. Scatter plots of �R+T against temperature, for Cases A and B, at the five selected times.
For the details of the selected times, see Table 2 and Figure 3.

stronger in terms of their amplitudes) [67, 68]. In particular, in Ref. [68] it was reported
that turbulent eddies can suppress the system’s explosive dynamics in the preheat zone,
for premixed turbulent flames at the thin and the distributed reaction zone regimes. In
MILD combustion, the differences between �e,f and �R+T were reported to be even more
pronounced [67] and they were attributed to the competition between different chemical
pathways. The results presented in Figure 6 corroborate further that the a priori use of
solely �e,f for the characterisation of the system’s dynamics is inappropriate.

Another observation from comparing Figures 6 and 4 is that �R, �R+T and �e,f all
become negative (or undefined in the case of �e,f ) in the regions where the fuel has been
consumed and the temperature is high. However, the converse holds true only for �e,f but
not for �R and �R+T , that is, regions of unburned mixture and low temperature are not
always associated with positive values of �R and �R+T . Finally, the energetic length scale
of temperature (lT ) in Case B directly impacts the spatial distribution of �R, �R+T and
�e,f .

The relation between �R+T and temperature is examined further in Figure 7 which com-
pares the highly positive values of �R+T , 4 ≤ �R+T ≤ 7, against temperature, 1200 ≤
T[K] ≤3000, for both cases at the five selected times in the form of scatter plots. At t1,
the two cases exhibit minor differences and reach the same maximum values. At t2, how-
ever, a noticeable difference in the maximum �R+T values becomes apparent, with Case
A exhibiting higher �R+T values (�R+T max = 7.3) than Case B (�R+T max = 6.8). At t3,
when Case A is just before the knock onset, the difference between the two cases becomes
more pronounced and �R+T obtains even higher values than those obtained at t2, and the
difference of �R+T between Cases A and B grows to ∼ 10%, with Case A obtaining �R+T

values reaching 7.5. At t4, Case A has just passed the detonation onset and the difference in
the high �R+T values between the two cases becomes attenuated, decreased to∼ 2%, with
fewer points of Case A obtaining the higher values of t3. Eventually, at t5 the two cases
look very similar in terms of their highest �R+T values, �R+T max = 7.5 for both, Case A
and Case B.

These results indicate that the detonation development is manifested by the highest �R+T

mostly prior to the event (i.e. t2, t3) and remains visible immediately after the detonation
occurrence at t4. In fact, a careful examination of the data revealed that �R+T in Case A is
higher than that in Case B only within the ignition kernels where the detonation develops.
This is a significant finding, indicating that the detonation development can be accurately
predicted using the appropriate CSP tools. The finding is intuitive because detonation is a
result of the positive feedback between the heat release in the ignition front and the pres-
sure wave. The TSR metric serves as an unambiguous marker for the resultant explosive
dynamics.

Having identified �R+T as a proper metric to predict detonation, the next question is
about the role of transport relative to chemical reactions in driving the explosive dynamics.
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Figure 8. Scatter plots of �R+T against temperature, for Cases A and B shown with square and
circle signs, respectively, at three selected times (t2–t4). Each cell has been coloured based on the
contribution of chemical reactions, convection and diffusion, as represented by HR+T

R (a–c), HR+T
C

(d–f) and HR+T
D (g–i), respectively. For the details of the selected times, see Table 2 and Figure 3.

Figure 8 shows scatter plots of �R+T against temperature as shown in Figure 7, but the data
points are coloured according to the TSR-API, i.e. contribution of chemistry (subfigures
(a)–(c), convection (d)–(f) and diffusion (g)–(i) for Cases A (square symbols) and B (cir-
cle symbols with solid edges), at three selected times (t2-t4). First, the results indicate that
chemical reactions indeed play the most important role for both cases at all times. However,
note that the data points where �R+T in Case A exceeds that in Case B are characterised
by the increased role of transport processes, especially convection. This is manifested at
all times but it becomes more pronounced as the detonation onset is approached (at t3),
where for Case A HR+T

C reaches values of 0.4, while at the same timestep, t3, the defla-
grative system, Case B exhibits HR+T

C ∼ 0.05. Immediately after the detonation onset, the
increased role of the transport processes becomes attenuated. Moreover, the points that
extend the explosive dynamics to higher temperatures in Case A are also characterised by
the increased role of transport and particularly of convection. On the other hand, the high-
est contribution of convection is also seen at low and intermediate temperatures (see t2 in
Figure 8). Diffusion also appears to have its role increased in the detonating case, but its
contribution is relatively small HR+T

D ≤ 0.1 compared to that of convection, HR+T
C = 0.4.

All these findings consistently underscore the enhanced role of the transport processes
(particularly convection) in the detonation development. However, since Figure 8 shows
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the entire data points in the computational domain, a subsequent analysis is conducted by
confining the observation near the region of the detonation development sites. Figure 9
displays the spatial distributions of pressure and temperature along with the HR+T

R , HR+T
C

and HR+T
D , conditioned to the areas where the dominant dynamics represented by �R+T is

explosive (�R+T > 0), in the neighbourhood of the detonation development area, at three
different times, t2, t3 and t4.

The first notable finding is that the area where pressure reaches high values at t3 and
t4 is primarily characterised by dissipative and not explosive dynamics. This is an impor-
tant point to note, although it may not be surprising considering that the fuel is mostly
consumed to yield the high-temperature equilibrium state. In the meantime, the explo-
sive dynamics is observed in the upstream of the periphery of the ignition fronts, with its
magnitude decaying over time as the ignition fronts collide and merge.

Second, the explosive dynamics is largely characterised by the enhanced role of chem-
istry, as evidenced by the high values of HR+T

R , predominantly approximating 100%.
However, transport processes (primarily convection) appear to have an increased role.
In particular, even at the early stage of t2, the locations of explosive dynamics exhibit
increased values of HR+T

C , which become magnified as time progresses. At t3, some regions
of explosive dynamics show the value of HR+T

C exceeding 40%. By comparing with the
pressure distribution, it is evident that this area is at the edge of the detonation front. In all
cases, except for some small regions as seen in (j), the contribution of diffusive transport,
HR+T

D , is found to be much smaller, approaching 0% and, in principle, insignificant to the
system’s slow dynamics. Some very small pockets (both in the physical space as well as
in the mixture fraction space, as it will be shown next) where the contribution of diffusion
increases to non-negligible values are created due to the local temperature gradients, but
these are extremely limited, hence they are deemed insignificant. At t4 after the detonation
front is established, while the peak pressure behind the front reaches even higher values,
the contribution of convection diminishes, with a decrease of 50% from values of 0.4 to
0.2 in t3 and t4, respectively.

Note that the increased role of the transport processes manifested in Figure 9 (and par-
ticularly that of convection, HR+T

C ) occurs in regions located at the edge of the localised
pressure wave. This can be explained by considering that the temporal evolution of the
localised pressure waves depends on the onset of ignition kernels which grow in space
and eventually collide. The collision and interaction of the multiple ignition kernels (3 in
the detonation event displayed in Figure 9) and their associated ignition fronts lead to the
increase of the amplitude of the localised pressure waves. Hence, the increased role of
transport is highly associated with the augmented amplitude of localised pressure wave,
i.e. a stronger pressure wave increases the role of transport that enhances the subsequent
detonation development.

This finding is demonstrated both prior to the detonation onset, i.e. at t2 and t3 but also
at t4, i.e. when detonation has just started evolving. The established cause-and-effect rela-
tionship between detonation onset and the increased role of convection is a unique feature
that may be utilised as an important observable for predicting detonation based on the data
analysis; the role of convection, conditioned with explosive dynamics along with the �R+T ,
would serve as features for the training of the algorithm. Such a described role of convec-
tion in the development of the detonation event is in fact consistent with recent numerical
and experimental investigations [82, 83]. Sow et al. [82] reported that convective mix-
ing can be instrumental in the development of detonation structures. In particular, it was
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Figure 9. Pressure, temperature and �R+T fields along with the spatial distributions of HR+T
R ,

HR+T
C and HR+T

D , conditioned with �R+T > 0, for Case A at t2–t4. The analysis focuses on the
specific region where the detonation is developed. Dotted black lines are overlaid to mark detonation
fronts.
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Figure 10. (a–c) �R, (d–f) �R+T , contributions of (g–i) chemical reactions, (j–l) convection,
(m–o) diffusion to �R+T , where Case A is denoted with red diamond symbols and for Case B blue tri-
angles are used. The results for Case A are produced on the basis of the computational domain where
detonation first develops, i.e. the computational domain illustrated in Figure 9, while for Case B
the whole computational domain. In both cases only the points characterised by explosive dynamics
were considered (�R > 0 or �R+T > 0).

reported that gasdynamics due to convective processes could be the controlling mecha-
nism behind jetting phenomena which can lead to complex detonation structures such as
shock bifurcations. Shi et al. [83] also recently reported that heat convection (which will
be highlighted next in the discussion) is a critical mechanism for detonation extinction in
a methane-fuelled system with a water curtain of finite thickness.

To quantify the differences between the detonation development in Case A and the defla-
gration in Case B, a statistical analysis was performed by computing the averages of �R,
�R+T , HR+T

R , HR+T
C and HR+T

D conditioned against temperature, as the metric to indicate
the explosive dynamics, i.e. either �R > 0 or �R+T > 0. For Case A, the statistical aver-
age was performed on the regions of detonation development only, as displayed in Figure
9, while for Case B, the entire computational domain was considered for the averaging
of �R, �R+T , HR+T

R , HR+T
C and HR+T

D conditioned against temperature. The results for
times t2, t3 and t4 are shown in Figure 10. The rationale for the different averaging pro-
cedures between Cases A and B, was to isolate the physical characteristics pertinent to
the detonation development, thereby allowing them to stand out in the comparison against
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non-detonating events (i.e. deflagration and autoignition). Since Case A includes both det-
onating and non-detonating events, averaging data from the whole domain would smooth
out the features associated with the detonating events. It is noted that this comparison is
performed with the understanding that Case B contains regions which exhibit prevalent
flame propagation and autoignition process (both considered as normal combustion) as
opposed to those of Case A which exhibit a dominance of developing detonation process,
yet, this approach shall allow extraction of the key features pertinent to detonation. The
mixing of the two processes in Case B (deflagration and autoignition) largely explains the
non-smooth profile of �R+T in Case B.

As for the main explosive features, �R and �R+T , Case A exhibits consistently higher
level of explosiveness at all times and at medium to high temperatures, 1700 < T[K] <

2500, where the detonation front forms. At low to medium temperatures, 1300 < T[K] <

1700, both �R and �R+T are comparable for Cases A and B. Consistent with the behaviour
seen in Figure 7, these findings imply that stronger explosive dynamics associated with det-
onation is manifested in both �R and �R+T , although the latter exhibits more pronounced
difference between Cases A and B. Particularly, from Figure 10(d–f), �R+T of Case B
varies between 5.6 and 6.4 at medium to high temperatures, whereas in Case A �R+T

reaches values closer to 7 in the same temperature range. This suggests that the inclusion
of transport component in predicting explosive dynamics is likely to result in better pre-
diction. Therefore, the training of a ML algorithm in the progress variable space using �R

or �R+T as features and data representative of deflagration combustion mode, would be
effective in allowing it to identify points in the physical space that are likely to develop
detonation.

Figure 10(g–o) reveals that the explosive dynamics of deflagration, i.e. Case B, is pri-
marily driven by chemical reactions, while for detonation, Case A, the relative contribution
of convection increases noticeably, in particular, there is nearly a two-fold difference in
HR+T

C between both cases. From (j–l) it is readily obtained that the average convection con-
tribution in Case B yields 6%, while Case A exhibits values reaching HR+T

C = 12%. For
all cases at all times, the contributions from the diffusive transport to explosive dynamics
remain small.

Further analysis of the individual indices revealed that the dominant process respon-
sible for the increase in HR+T

C in the detonating case is heat convection, as illustrated in
Figure 11. By comparing Figure 9(j–l) with Figure 11(a–c) it is seen that the regions where
HR+T

C obtains high values match those where HT
C (i.e. the contribution of heat convection)

increases significantly. In fact, in these regions HT
C obtains values of more than 30–35%

(in some cases reaching as high as 50%) while the second largest contributor always has
a notably smaller contribution that does not exceed 7-8%. As revealed in Figure 11, such
contributor can be the convection of CH3, H2O2 or C2H5OH (or a combination of these),
depending on the region in the physical space. The identification of these species is rea-
sonable since C2H5OH is the fuel while CH3 and H2O2 are both radicals participating as
reactants in the key reactions associated with the oxidation of ethanol [59]. In particu-
lar, H2O2 dissociates via a third body chain branching reaction to two OH radicals, H2O2

(+M)→ 2OH (+M), while CH3 facilitates the chain carrying reaction CH3 + HO2 →
CH3O + OH [59]. As a result, the convection of CH3, H2O2 and C2H5OH ensures that
the reaction front is reinforced, thus, remaining coupled with the shock wave.

To gain more insight into the interplay between the chemical and transport processes
during the transition from deflagration to detonation, one-dimensional (1D) monitor lines
normal to the front from Case A were analysed using the CSP/TSR tools. Case A was
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Figure 11. The spatial distribution of the contribution of heat convection (a–c) HT
C , and the three

highest species’ contribution to convection (d–f) H (H2O2)
C , (g–i) H (C2H5OH)

C , (j–l) H (CH3)
C , condi-

tioned with �R+T > 0, for Case A at t2 – t4. The analysis focuses on the specific region where the
detonation is developed.

selected because it exhibits all combustion modes, deflagration, deflagration-to-detonation
transition (DDT), and detonation, simultaneously. Three monitor lines were determined, as
shown in Figure 12, representing deflagration (line 1), deflagration-to-detonation transition
(line 2), and detonation development (line 3). The analysis is particularly focussed on two
timesteps, t3 and t4 as these steps sufficiently reveal all three distinct combustion modes.

Figure 13 shows the evolution of temperature, normalised pressure (P/PZND) and mass
fraction profiles of C2H5OH and OH along the three monitor lines for the two timesteps
under study. The pressure profiles indeed confirm the development of detonation for line
(3), DDT for line (2) and deflagration for line (1). In all three monitor lines the temperature
reaches nearly the same maximum value. The profiles of the mass fractions of C2H5OH
and OH represent the location of the reaction and flame fronts in the physical space.

Figure 14 shows the profiles of �R+T , �e, HR+T
C , HR+T

R against temperature for the det-
onation case. The first notable observation is that �R+T becomes negative much earlier
(i.e. at much lower temperatures) than �e. In particular, �R+T turns negative at ∼ 1800 K,
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Figure 12. Spatial distribution of temperature in Case A at two timesteps, t3 and t4. The lines
normal to the flame front indicate the 1D monitor lines used for the further CSP/TSR analysis,
representing (1) deflagration, (2) deflagration-to-detonation transition (DDT), and (3) detonation.

Figure 13. Spatial evolution of the normalised pressure (P/PZND) (a), mass fraction of ethanol (b),
temperature (c), mass fraction of OH (d) of the 1D monitor lines displayed in Figure 12 representing
deflagration, DDT and detonation at two timesteps, t3 and t4.

while �e disappears (i.e. turns negative) at ∼ 2800 K. This suggests that a slow explo-
sive eigenvalue exists within the range of 1800–2800 K, yet its influence on the system’s
slow dynamics is offset by other slow dissipative modes where the chemistry plays a dom-
inant role, reaching a contribution of 100%. The second important observation is that the
region where �R+T is positive, i.e. 1300 < T [K] < 1800 , is the region typically asso-
ciated with the flame front. In this region, as the temperature increases, the contribution
of chemistry decreases (100% to 10%) while the contributions of both diffusive and con-
vective processes to �R+T increase (40% and 60%, respectively). This contradicts what is
typically observed in a flame or autoigniting front, where the contribution of chemistry is
significantly enhanced as temperature increases. As will be confirmed later, this is a unique
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Figure 14. CSP/TSR diagnostics against temperature for the 1D monitor line representing the det-
onation development, displayed in Figure 12, at timestep t3. (a) Evolution of �R+T , �e, HR+T

R ,
HR+T

C , HR+T
D . (b) Evolution of HT

D , HT
C , the largest contributors to HR+T

D , HR+T
C , respectively. (c)

Evolution of the reactions with the largest contributions to HR+T
R .

feature of the detonating front. The significantly enhanced role of transport (especially con-
vection) in the region of the explosive dynamics is the result of the coupling between the
reaction front and the pressure wave.

To further examine the transport and reaction processes controlling the explosive
dynamics, Figure 14 also shows the (b) diffusive and convective processes with the
largest contribution to �R+T as well as (c) the most important reactions. It is evi-
dent that the enhanced role of convection is mainly due to convective heat transfer,
reaching a maximum contribution of 52% at 1680 K. Heat conduction becomes the
largest contributor to the enhanced role of diffusion at 1420 K, reaching a maximum
value of 44%. All remaining convective and diffusive processes do not exceed indi-
vidual contributions of 5% hence their influence is negligibly small. In the region
where the contribution of chemistry is important, the most important reaction is ini-
tially reaction R15f, H2O2(+M)→2OH(+M), which leads to the production of two
highly reactive OH radicals. The key role of this reaction to the combustion of
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ethanol is well documented in the literature (see for example [59]). Reaction R20f,
H2O2+OH→H2O+HO2, competes with R15f in the consumption H2O2 hence tends
to decrease the influence of the explosive dynamics. Next, there exists a set of three
carbon-based reactions which all have in common the CH3 radical. Reaction R71f,
CH3+HO2 →CH3O+OH, competes with R76f, CH3+O2(+M)→CH3O2(+M), in
the depletion of CH3, but they all lead to key intermediate species in the oxida-
tion of ethanol; CH3O and OH (R71f) and CH3O2 (R76f). Finally, reaction R76b,
CH3+O2(+M)←CH3O2(+M), balances with R76f. Although the net effect of these two
reactions appears to be negligibly small, the role of reaction Rf6 cannot be dismissed as
its forward direction promotes explosive dynamics by producing CH3O2 while its back-
ward direction opposes by consuming CH3O2 and producing the highly reactive methyl
radical.

Figures 15 (DDT) and 16 (deflagration) reveal the changes in the structure as the front
behaviour shifts from the detonating case to the DDT and then to the deflagration. For
example,

• �R+T becomes negative, thereby losing its explosive character at higher temperatures.
In particular, in the case of deflagration the explosive dynamics of �R+T is lost at 2100
and 2150 K at t3 and t4, respectively.
• The difference between �e,f and �R+T is diminished, but remains noticeable. In the

deflagration case, �e,f vanishes at 2210 and 2520 K at t3 and t4, respectively. This
suggests a difference of 110 and 370 K for both timesteps, significantly lower than the
difference of 1000 K that was observed in the detonating case.
• The contribution of convection to �R+T vanishes. In fact, in the case of deflagration the

total contribution of transport never exceeds 30%, i.e. half of the maximum contribution
reached by transport in the detonating case.
• Conversely, the contribution of chemistry to �R+T increases and is maintained at a min-

imum of 65% in the case of deflagration at both timesteps. This also implies that the
flame front is controlled by chemistry, in agreement with what has been reported for
normal combustion in other setups (e.g. [68])
• The diminishing roles of diffusion and convection are associated with the decreasing

contributions of the convective heat transfer and thermal diffusion. In the deflagrating
case, the importance of diffusion becomes negligibly small.

4. Conclusions

In the present study, two 2D high-fidelity numerical simulations were used as a parametric
study to identify key differences in the dynamics of a detonating case against deflagration
in view of asymptotic analysis. Advanced mathematical tools developed through the com-
putational singular perturbation framework were used in order to: (i) identify the locations
where the dynamics of the system becomes explosive and (ii) investigate the interplay
between chemistry and transport processes. The analysis revealed that:

• The detonating case exhibited stronger explosive dynamics, as manifested both in the
higher values obtained for the �R+T metric and the wider region in the progress variable
space where the dynamics became explosive. This finding suggests a more reactive state
obtained for the detonation development.
• The contribution of the chemical reactions was largely the main force driving both the

detonation and the deflagration cases.
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Figure 15. Evolution of HR+T
C (a), HR+T

R (b), �R+T (c), �e (d) conditioned against temperature,
for the 1D monitor lines displayed in Figure 12 representing deflagration, DDT and detonation at
two timesteps, t3 and t4.

Figure 16. Evolution of HT
D (a), HT

C (b) conditioned against temperature, for the 1D monitor lines
displayed in Figure 12 representing deflagration, DDT and detonation at two timesteps, t3 and t4.

• In the detonating case, the explosive dynamics was generally characterised by the
enhanced role of convection, occurring at the edge of the detonating front.
• The enhanced role of convection in the detonating case was mainly due to heat

convection.
• The dynamics of the main part of the detonating front was primarily characterised by

dissipative and not explosive dynamics since there the fuel was largely consumed and
the temperature was very high.
• The role of diffusion was found to be insignificant in both examined cases.
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Appendix 1. Validation of CONVERGE CFD against KARFS DNS
The current analysis targets to support the implementation of a low-order numerical method (CON-
VERGE CFD) in the scope of detonation research, compared to direct numerical simulations,
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Figure A1. Imposed initial conditions at t = 0 s. The blue line represents temperature, while the
red line represents fuel mass fraction.

performed by the King Abdullah Univeristy of Science and Technology (KAUST) in-house code,
KARFS. The following KARFS DNS simulations are solved from identical initial conditions and
imposed temperature inhomogeneity, as prescribed by CONVERGE CFD detonation simulation,
Case A.

The figures provided hereby illustrate the strong similarity between the solutions of both CFD
codes: CONVERGE CFD and KARFS. Nevertheless, it is important to note that solution approxima-
tions and iterative methods contribute to an additive error due to truncation, round-off, consecutively
enhancing the effect of numerical diffusion.

A.1. 1D simulations
The presented numerical study considers 1D simulations of stoichiomertic ethanol-air combustion,
with a fixed grid cell size of 5 µm . A temperature map is imposed to emulate the temperature hot
spot condition from the 2D simulations presented in the main body. KARFS and CONVERGE CFD
codes solve for a 1D flow with the following initial conditions: a Gaussian hot spot of thickness
σ = 8 mm, is set with initial conditions Tmax = 1, 150 K, Tmin = 1, 100 K, centred at x = 0 m, with
the domain ranging from −0.02 m to 0.02 m. The initial pressure, Pin, is 35 bar.

The computational configuration also accounts for the wall-interaction effect, an important factor
in the study of detonation waves, where the pressure wave oscillations promote further the increase of
wave strength, resulting in pressure peaks exceeding the Chapman-Jouguet threshold and approach-
ing the von Neumann point. For all cases discussed, the Chapman-Jouguet pressure is computed to
be PCJ = 20 MPa. Furthermore, the initiation of the detonation mode denoted by the ZND pressure
peak is found to be PZND = 34.8 MPa, given in Section 2.1. The species selected to facilitate the
comparison are C2H5OH, CH3, H2O2, following the discussion in Section 3.2.

In Figure A2, the temporal evolutions of the maximum temperature hold a strong agreement
between the 2 sets of simulations. There exists a difference ∼ 200 K or merely 5% between the
peak Tmax values attained by both simulations, while this discrepancy is attenuated at all other times,
and is overall negligible.

From Figure A3 it becomes apparent that both, KARFS and CONVERGE resolve indeed a det-
onation front, as opposed to a deflagrative one, supported by maximum pressure values exceeding
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Figure A2. Temporal evolution of Tmax for 1D CONVERGE CFD and KARFS simulations. The
x-axis is normalised by the peak of the normalised pressure.

PZND, where KARFS DNS simulation yields a stronger detonation wave. Such a discrepancy is sim-
ply a direct result of comparing a higher- and a lower-order solver and is intuitive. The comparison
is further facilitated with a comparison of different time snapshots, in particular, the three timesteps
considered in Figure A4, moving the variables to the physical space. Timestep (1) showcases an
early ignition accompanied by relatively low pressures, timestep (2) is characterised by an initiation
to the ZND detonation regime by pressure values exceeding PCJ = 20 MPa and approaching PZND
= 34.8 MPa, and timestep (3) gives an example of a strong wall interaction, oscillations from which
the pressure waves intensify further, exceeding PZND. As seen in Figure A4, the flame propagation
in both simulations follows notably similar trends, and the classification of the detonation regime is
supported by the pressure values exceeding the von Neumann point in both simulations. It is readily
obtained from Figure A4 that at t1 there is a consistent agreement of the pressure profiles. In t2, as
the ZND detonation regime is initiated, both simulations exceed PCJ and approach PZND, and the
difference of the maximum pressure values is under 12%. Once wall interactions become present,
the pressure waves successfully exceed PZND at the boundaries, at t3.

Moreover, the quantitative comparison of the various species’ mass fractions confirms a satisfac-
tory convergence of results covered by the 3 selected timesteps, which observation can be extended
to any time instant of the systems’ evolution. At t3 the species’ mass fraction results convey the
nearly complete depletion of the species, with insignificant traces of species active at the boundaries,
hence the results stated in t1–t2 are of higher interest to the current discussion. In particular, at t1 the
profiles of YC2H5OH and YH2O2 are in perfect agreement between the KARFS and CONVERGE sim-
ulations, whereas the profiles of YCH3 follow the same trend, with KARFS yielding YCH3 = 0.00081,
∼ 12% higher than the peak value of the CONVERGE simulation. At t2, as the detonation waves
propagate to the left and right of the origin, x = 0 m, there is a slight decrease in the accuracy of
the comparison between the two simulation sets for the mass fractions of the species. However, the
important physical properties remain well preserved.

A.2. 2D simulations
The authors would like to further emphasise the agreement between the two 1D data sets and draw
attention to the 2nd portion of the discussion revolving around 2D simulations. A new 2D simulation
was performed by KARFS, with identical to Case A initial conditions, the detailed numerical setup
is available in Table 1.
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Figure A3. Temporal evolution of PZND for 1D CONVERGE CFD and KARFS simulations. The
x-axis is normalised by the peak of the normalised pressure.

The authors want to bring the reader’s attention to Figure A5. The temperature contours of the
KARFS and CONVERGE simulations have a remarkable similarity, both quantitatively and quali-
tatively, for timesteps t1–t5. As previously suggested, the Reynolds-averaged Navier-Stokes RANS
method used with CONVERGE CFD strikes a good balance between accuracy and computational
demands. However, this method does have a smoothing effect on the flame fronts, e.g. comparing
the main hotspot profiles in t1–t4 between the two simulation sets. It is clear that KARFS effectively
solves the system’s dynamics with greater precision, resulting in expected variances in localised flow
fields upon comparison with CONVERGE. Similarly, Figure A6 presents snapshots of the temporal
range of t2–t4, as per Figure 5 of the evolution of pressure, further emphasising the quantitative and
qualitative similarities between the KARFS and CONVERGE simulations. Both sets of simulations
accurately retain the nature of the detonation front and its essential physical properties.

Furthermore, two additional figures are presented, in particular Figures A7 and A8, portraying
the temporal evolution of the mean temperature and normalised pressure, respectively. The former
presents similar results between the two sets of simulations following consistent trends. The lat-
ter, Figure A8, showcases the propensity to detonation for CONVERGE and KARFS simulations,
and the normalised Pmax results for DNS reach values of 9.9, whereas CONVERGE results yield
Pmax/PZND = 8.9 at the peak. The wall interference of the pressure waves and the resonance result-
ing from it cause the pertinent irregularities in Figure A8 inherent to both, the CONVERGE and
KARFS results.
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Figure A4. Evolution of pressure and selected species’ mass fractions over 3 selected timesteps
corresponding to early ignition, detonation onset and peak pressure locations. The blue and red lines
highlight the results for CONVERGE CFD and KARFS, respectively. The species’ mass fractions
YC2H5OH , YH2O2, YCH3 are located at rows 2–4.
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Figure A5. Temporal evolution of temperature for the range of t1–t5, as per outlined in the main
body. Subfigures (a–e) and (f–j) correspond to the two sets of numerical case studies, CONVERGE
CFD software and KARFS DNS, respectively.

Figure A6. Temporal evolution of the normalised pressure contour (Pmax/PZND) for the time range
t3–t5, complimenting Figure 5.

Figure A7. Mean temperature exhibited by CONVERGE CFD (blue solid line) and KARFS (red
solid line) in the time range approximating ignition delay.
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Figure A8. Normalized pressure (P/PZND) plot denoting detonation propensity in the simulations
by CONVERGE CFD (blue solid line) and KARFS (red solid line) in the time range approximating
ignition delay.
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