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Abstract
The Internet of Multimedia Things (IoMT) refers to a network of interconnected
multimedia devices that communicate with each other over the Internet. Recently, smart
healthcare has emerged as a significant application of the IoMT, particularly in the context
of knowledge‐based learning systems. Smart healthcare systems leverage knowledge‐
based learning to become more context‐aware, adaptable, and auditable while maintain-
ing the ability to learn from historical data. In smart healthcare systems, devices capture
images, such as X‐rays, Magnetic Resonance Imaging. The security and integrity of these
images are crucial for the databases used in knowledge‐based learning systems to foster
structured decision‐making and enhance the learning abilities of AI. Moreover, in
knowledge‐driven systems, the storage and transmission of HD medical images exert a
burden on the limited bandwidth of the communication channel, leading to data trans-
mission delays. To address the security and latency concerns, this paper presents a
lightweight medical image encryption scheme utilising bit‐plane decomposition and chaos
theory. The results of the experiment yield entropy, energy, and correlation values of
7.999, 0.0156, and 0.0001, respectively. This validates the effectiveness of the encryption
system proposed in this paper, which offers high‐quality encryption, a large key space, key
sensitivity, and resistance to statistical attacks.
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1 | INTRODUCTION

The Internet of Multimedia Things (IoMT) is an extension of
the Internet of Things that specifically involves interconnec-
tion, communication, and data transfer among different

multimedia devices over the Internet. The IoMT is broad and
can be applied to many different areas, one of which is smart
healthcare. In smart healthcare, knowledge‐based learning can
play a significant role in enhancing the capabilities of the sys-
tem. In this context, the medical imaging devices, particularly
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act as essential components of the smart healthcare system. In
smart healthcare systems, IoMT, capture images, such as X‐
rays, MRIs (Magnetic Resonance Imaging), or CT scans
(Computed Tomography Scans), and transmit them over the
Internet to a specific destination (hospital or doctor's office).
The transmission of this sensitive medical imaging data over
insecure Internet channel poses significant risks as attackers
can potentially manipulate or steal this information [1, 2],
thereby jeopardising patient safety. Securing medical imaging
data is crucial, particularly given the sensitive information in-
side these digital images [3]. Although the transmission of
digital data via email is generally considered safe, it may not
provide sufficient data privacy; hence, an image encryption
method is needed to be used to secure sensitive data developed
to ensure secure transmission of MRI images. To secure this
information, the use of image encryption is a preferred tech-
nique that protects patients' data privacy [4].

In addition to security concerns, the transmission of high‐
quality medical imaging may exert a burden on the limited
bandwidth of the Internet channels. Hence, there is an indis-
pensable need for encryption schemes that not only ensure the
security of transmitted medical data but are also lightweight,
energy‐efficient, and computationally efficient [5]. These at-
tributes are crucial for facilitating seamless transmission over
wireless channels with minimal delay, complexity, and resource
consumption. Traditionally, digital photos are encrypted using
the conventional and established encryption techniques, that is,
RSA, data encryption standard, blowfish, and advanced
encryption standard, etc [6–9]. Normally, the encryption
schemes that employ multiple encryption rounds don't deem
fit in real‐time encryption scenarios because they consume a lot
of time to encrypt images, despite their ability to provide a
sufficient level of security. Conventional encryption schemes
are primarily suitable for encrypting bits and textual data.
Hence, this paper proposes an encryption scheme for medical
images (ESMI) that utilise bit‐plane extraction and chaos
theory. The technique presented in this paper is tailored to
reduce the correlation between pixels in medical images.
Several X‐ray, CT, and MRI images are selected and encrypted
using the proposed work.

1.1 | Overview of the proposed encryption
technique

In the proposed encryption technique, eight‐bit medical images
of size M(Rows) � N are chosen for encryption. Initially, to
decompose the input image into its sub‐band frequencies, the
DWT (Discrete Wavelet Transform) is employed. This helps in
expediting the encryption procedure and minimise the duration
required for it. Once the frequency sub‐bands have been
broken down, only the sub‐band with low frequency is then
encrypted because it contains most of the information.
Moreover, the low‐frequency sub‐bands are further broken
down into eight‐bit planes. This results in low encryption time
and ensures effective protection. According to Tang et al. [10],
bit plane encryption is more secure than pixel encryption.

The rows and columns of pixel values of the first four bit‐
planes (Most significant bit‐planes) are scrambled. Two
random sequences are generated using a chaotic Henson map
for scrambling image pixel values. By directly permuting or
scrambling image pixels, the histogram of the scrambled image
is never altered. A key benefit of scrambling the pixel values at
the bit level is that the histogram of the scrambled image also
gets scrambled along.

After the bit‐plane scrambling, the diffusion phase begins,
which consists of two fundamental operations: (a) substitution
boxes and (b) exclusive OR operation (XOR). The pixel values
have been substituted with the values of the substitution boxes
by following the process explained in [11]. For the XOR, a
random two‐dimensional image of size M � N is generated by
selecting the appropriate initial condition of the chaotic map.

As this paper focuses on the encryption of multiple images,
three different medical images are chosen simultaneously: a CT
scan, an MRI scan, and an X‐ray for encryption. After
encrypting the images they are merged together to create the
final encrypted image. A generalised framework of the scheme
proposed in this paper is depicted in Figure 1.

2 | RELATED WORK

Medical images have a strong correlation between neighbour
pixels, but the present encryption algorithms may not provide
adequate levels of security to effectively encrypt the images.
[12, 13]. This is why researchers tend to come up with highly
reliable image encryption algorithms. In recent years,
numerous encryption approaches, including transformation
encryption, optical encryption, chaos, and bit‐plane extraction‐
based encryption, have been proposed to secure medical im-
ages from several cyberattacks such as malware, man‐in‐the‐
middle, and brute force attacks [14, 15]. Among such
encryption techniques, chaos and bit‐plane extraction‐based
encryption systems have captured the interest of researchers.

Chaotic cryptosystems have been developed due to their
enamouring features such as unpredictability, sensitivity to secret
keys, ergodicity, and the ability to produce pseudo‐random se-
quences [16, 17]. The development of a chaos‐based encryption
technique is uncomplicated, but it offers a high level of security.

To secure medical images, a two‐phase image encryption
algorithm is presented in [18]. It consists of two major phases;
(a) key generation based on chaos and (b) diffusion using DNA
encoding. Before applying diffusion and confusion processes
using chaos, the hashing function is deployed on the plaintext
medical images. Next, the confusion phase involves the uti-
lisation of the zigzag chaotic map and the Bernoulli shift map.
After the confusion process, diffusion processes are incorpo-
rated using the XOR, which is applied to the plaintext medical
image and a mask image generated using the chaotic map. All
such operations are applied sequentially. Therefore, the time
required to execute these operations is around 4.56 s which is
quite high in real‐time scenarios.

A two‐stage encryption algorithm has been proposed in [14].
The authors named it as ‘double phase image encryption

2 - REHMAN ET AL.

 24682322, 0, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/cit2.12292 by T

est, W
iley O

nline L
ibrary on [19/02/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



(DPIE)’. In the first stage, the plaintext image is substituted with
the values generated using DNA coding. In addition, once the
original image has been substituted with the encrypted version, it
is split into various distinct blocks. Then, a random sequencewas
generated using a chaotic logistic map. The sequence is carefully
generated by selecting suitable initial conditions and control
parameters. To further enhance the security of medical images,
the initial conditions used in the chaotic map are encrypted using
RSA to provide an additional layer on the secret keys. During the
second stage, confusion is created between the pixels of the first
stage images. This manipulated image is given the name pre‐
ciphered image. Lastly, to create diffusion, an XOR is applied.
Based on the evaluation, the performance ofDPIE is suitable for
securing medical images. The only vulnerability that exists in
DPIE is the computational complexity. In [19], it is claimed that
any plaintext image of size 256 � 256 takes around 20 s to
substitute all the image pixels. As the substitution process is
included in DPIE in which all the image pixels are altered, also
other operations such as confusion diffusion and XOR are
performed, and the total encryption duration for a 256 � 256
image may exceed 20 s, making it unsuitable for real‐time
applications.

Moreover, a DNA encryption scheme has been presented
in [20]. In this scheme, the plaintext image has been utilised to
calculate a 256‐bit hash value. The new initial conditions and
control parameters are determined by this hash. These initial

conditions and control parameters are kept as secret keys.
Therefore, for every different plaintext image, the secret keys
are different, which enhances image security. Once the values
of secret keys are calculated, a random sequence is determined
by implementing the chaotic map. This random sequence
helps in permuting the pixels of the plaintext image. After
pixel permutation, DNA‐based permutation of rows and
columns is performed, which helps to produce randomness.
Lastly, a final encrypted image is generated by using the XOR
operation.

Ibrahim et al. introduced a medical image encryption
method in [21] that utilises a substitution box (S‐box) and
chaotic behaviour. Instead of utilising multiple S‐boxes, the
authors proposed the adoption of a single S‐box. Anees et al.
[22] discussed how to mitigate the risks associated with
employing a single S‐box. Using only one S‐box is not enough
to effectively replace a pixel in an image and ensure that the
substituted image maintains the information. Therefore, the
authors proposed that more s‐boxes should be utilised. Ac-
cording to the experimental findings, the encryption method
based on multiple S‐boxes performs better than the method
that uses a single S‐box. However, it does not offer sufficient
protection to digital images to withstand statistical attacks. In
addition, a cryptographic solution is presented in [11], in the
presented technique the substituted image is generated using
multiple substitution boxes and is broken down into blocks of

F I GURE 1 Overview of the proposed framework.
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size 8 � 8. They actually extended the idea of multiple s‐boxes
that was presented in [22], The statistical results exhibit that the
upgraded version of the encryption scheme proposed in [22]
provides better security performance and can resist statistical
attacks.

In [23], Guesmi et al. extend the idea proposed in [21] and
used DNA and hash algorithm SHA‐2 in their proposed
ESMI. The authors employ a hybrid chaotic map as the only
distinctive element in their encryption approach. The rationale
for using a multi‐dimensional chaotic map instead of a single
dimension chaotic map is to improve the encryption scheme as
a whole in security perspective. The method of using DNA and
SHA‐2 is the same as adopted in [21]. However, the hyper-
chaotic map provides better security than the encryption al-
gorithm proposed in [21]. Although the ESMI offers better
security, it is unsuitable for real‐time encryption scenarios.
From previous literature, it is clear that multi‐dimensional
chaotic map takes more computational time than a single
dimension chaotic map. Therefore, The ESMI is not better as
compared to the scheme presented in [21] in terms of
computational complexity.

In most of the existing schemes, a significant problem
of computational complexity must be overcome to use
the encryption algorithms in real‐time applications. More-
over, the substitution box‐based encrypting scheme has vul-
nerabilities of not properly concealing image pixels and high
computational complexity. Therefore, chaotic maps, multiple
S‐boxes, and bit‐plane extraction techniques are used to
overcome such issues. To achieve the desired purpose, the
following contributions have been made in this paper.

� In this encryption technique, the bit‐planes of the medical
images are extracted and only the most significant ones,
which contain the majority of the original image's infor-
mation, are encrypted. This approach reduces the amount of
processing time needed for encryption.

� Permutation is performed on the bit‐plane, which alters its
histogram and distinguishes it from the original image. It has
been proven previously that simply permuting the image
pixels would result in a permuted image that would have an
identical histogram as that of the original image. This paper
disproves that claim.

� For enhanced security, a multi‐dimensional chaotic map has
been employed to induce both confusion and diffusion.

� Extensive experimentation has also been performed to
validate the effectiveness of the proposed technique by
calculating several key evaluation parameters, that is, energy,
contrast, correlation, entropy, etc.

� A brute‐force‐attack has also been employed to show that it
is difficult for the attacker to find out all the possible
combinations of the secrete to decrypt the original infor-
mation. Moreover, the noise and the cropping attack have
also been performed to prove that the encryption technique
is resistant to noise and cropping attacks.

The subsequent parts of this paper are organised as fol-
lows: Section 3 provides the necessary preliminaries and

prerequisites for the proposed encryption scheme. Section 4
describes the proposed encryption scheme in detail. In Sec-
tion 5, we present the results and experimental findings.
Finally, Section 6 concludes the paper by summarising the
proposed work and offering some suggestions for future
research.

3 | PRELIMINARIES

To ensure adequate security and reduce the computational time
required for encryption, the proposed work incorporates the
following cryptographic components.

� Chaotic maps
� Transformation using discrete wavelets (The DWT method)
� Bit‐plane extraction

3.1 | Chaotic maps utilised in this research

The suggested approach employs two distinct chaotic maps,
that is, a single‐dimension Logistic chaotic map, and a two‐
dimension Henon map. [24, 25]. The mathematical expres-
sions for both the chaotic maps are given in Equations (1) and
(2) respectively.

�
TNþ1,QNþ1

�
¼

8
<

:

1 � Γ�
�
T2
N
�
þQN

Ξ� T2
N

9
=

;
ð1Þ

ΨNþ1 ¼ ΥNΩð1 � ΩNÞ ð2Þ

where T0 and Q0 tend to be the state variables and Γ and Ξ are
the system parameters of Henon map. The Henon map can
generate two different chaotic sequences simultaneously such
as T ¼ T1, T2, T3, …, TN and Qn ¼ Q1, Q2, Q3, …, QN.

Γ and Ξ are the initial condition and control parameter
respectively. The chaotic logistic map can generate only a single
random sequence at a time such as Γ ¼ Γ1, Γ2, Γ3⋯ , ΓN.
These sequences are used to permute the rows and columns of
the original medical image to break the correlation between the
image pixels.

3.2 | Discrete wavelet transform—DWT

A signal can be transformed into its wavelet components using
a wavelet transform [26]. Large and tiny wavelets may distin-
guish between a signal's fine and coarse features. In order to
isolate and capture fine details at a small scale, it is necessary to
use small wavelets. On the other hand, large wavelets are used
to separate the most important features. [27]. In this paper, the
plaintext image is broken down into four frequency sub‐
bands (HH sub‐band, HL sub‐band, LH sub‐band, and LL
sub‐band) by using the Haar wavelet transform. In wavelet
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decomposition, the LL sub‐band typically carries most of the
original image's information, while the other sub‐bands are
responsible for capturing finer details such as edges as shown
in Figure 2.

The expression P0 ¼ HOHy is used to express the Haar
wavelets. Here, O is the plaintext image, H is the Haar matrix
and P represents the Haar basis functions (hα(ω)). Where
ω ∈ [01] and α is defined as α|α ∈ N ∧ 0 ≤ α ≤ M � 1.
Uniquely, it may be broken as follows:

α ¼ 2β þ q ð3Þ

where β is the maximum power of 2 and q is the remainder
which is q ¼ 2β � α respectively. The Haar basis function can
be defined using Equation (4).

hαðωÞ ¼
1
ffiffiffiffiffi
M
p

8
>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>:

1 if α ¼ 0 & 0≤ ω < 1

2β=2 if α > 0 & t=2β ≤ ω <
qþ 0:5

2β

� 2β=2 if α > 0 & ðqþ 0:5Þ=2β

≤w<
qþ 1
2β

0 Elsewhere

ð4Þ

Equation (5) shows that the 2‐dimensional Haar wavelet
transform (2HWT) can be derived using the inverse of the
transformation kernel.

h0ðω,αÞ ¼
1
ffiffiffiffiffi
M
p hαðω=MÞ ω ¼ 0,1,2,…:,M � 1 ð5Þ

where, hα(ω) is defined as:

hαðωÞ ¼ H 0

¼

8
>>>>>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>>>>>:

h0
�
0
M

�

h0
�
1
M

�

…:h0
�
M � 1
M

�

h1
�
0
M

�

h1
�
1
M

�

…:h1
�
M � 1
M

�

h2
�
0
M

�

h2
�
1
M

�

…:h2
�
R � 1
M

�

: : :

: : :

: : :

hM� 1
�
0
M

�

hM� 1
�
1
M

�

…hM� 1
�
R � 1
M

�

ð6Þ

The resultant transformation matrix for α ¼ 0, 1, 2, …,
M � 1 is given in Equation ??

H ¼
1
ffiffiffiffiffi
M
p H 0 ð7Þ

In the case of digital images I(A, B), which are two‐
dimensional, both low and high pass filters are used to
analyse the pixel rows in the horizontal direction and
calculate the output in the two‐dimensional image (Lf and
Hf) having a size of A2 �

B
2 . After that, both filters will be

used to analyse the pixel columns in the vertical direction
and produce an output in the images (Lf and Hf).

F I GURE 2 Frequency sub‐bands of plaintext image.
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3.3 | Bit‐plane extraction

Bit plane extraction refers to the process of breaking down a
plaintext image into a specific number of bit‐planes [28]. A
certain number of bit planes means howmany bits are present in
an image. For instance, the 8‐bit image will have eight‐bit planes.
Similarly, a binary image will have two binary bit planes. In the
proposed work, grayscale medical images are used, which are of
eight bits. Therefore, after the extraction of bit planes from the
medical image, as shown in Figure 3, there will be eight different
bitplanes. The extracted eight bitplanes corresponding to the
image displayed in Figure 3a are shown in Figure 3b–i, in which it
can be seen that the first four bit planes, which are the least
significant bits (Figure 3e–h) contain little information of the
plaintext medical image. Whereas the most significant bitplanes
contain most of the plaintext image information.

Different amounts of information present in an image can
be calculated using Equation (8) [29].

Bi ¼
2i� 1

P7
i¼02i� 1

i ¼ 0,1,…,7 ð8Þ

where Bi represents the level of bit‐plane. The percentage
amount of information of the original medical image is dis-
played in Table 1.

Table 1 demonstrates that the most significant bit‐planes
contain more than 90% of the original information. There-
fore, in order to speed up the encryption process, the majority

F I GURE 3 Bi‐planes of the medical image: (a) Original (Plaintext) image, (b–e) Most significant bit‐planes, (f–i) least significant bit‐planes.

TABLE 1 Amount of information in bit planes.

i
Bit‐plane
position (Bi)

Information percentage present in an
individual BPs

0 BP1 0.30

1 BP2 0.79

2 BP3 1.42

3 BP4 3.12

4 BP5 6.25

5 BP6 12.23

6 BP7 25.7

7 BP8 50.20

6 - REHMAN ET AL.
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of encryption steps concentrate on these bit‐planes. On the
other hand, the permutation operation is exclusively used to
break the correlation between pixel values in the least signifi-
cant bit‐planes.

4 | PROPOSED ENCRYPTION SCHEME

The proposed encryption has four main ingredients: (a)
DWT, (b) the Bit plane extraction, (c) Bit‐level Permuta-
tion, (d) Diffusion using XOR and substitution. The ove-
rview of the scheme adopted in this paper is given in
Figure 4.

Before, encrypting the medical images, several keys are
generated using the key generation module.

4.1 | Key generation module

The steps to generate secret keys are given in Algorithm 1.

Algorithm 1 Algorithm for secrete key generation

Input Seed values: x0, y0, μ and Z0
for N ¼ 1:1000;

Initialise Henon map

ðTNþ1,QNþ1Þ ¼

(
1 � Γ�

�
T2N
�
þ QN

Ξ� T2N

)

Initialise logistic map
ΨNþ1 ¼ ΥNΩ(1 � ΩN)

Multiple each value stored in TN and QN with a
large integer number to amplify them as
follows:

(
TuðNÞ ¼ ðTNþ1Þ � 999;

QuðNÞ ¼ ðQNþ1Þ � 999;

)

Ψ ¼ ΨNþ1 � 999;
Discard the digits at right of the decimal
point as follows:

(
ZfTintðNÞg ¼ floorðTuðNÞÞ

ZfQintðNÞg ¼ floorðQuðNÞÞ

)

ZfΨintðNÞg ¼ floorðΨðNÞ
Take modulo to restrict the values of
ZfTintðNÞg and ZfQintðNÞgin the range ½0 255�(

MTðNÞ ¼ modðZfTintðNÞg,256Þ

MQðNÞ ¼ modðZfQintðNÞg,256Þ

)

MΨðNÞ ¼ modðZfMΨintðNÞg,256Þ
end

Choose first 256 unique values from the
values stored in MT(N) and MQ(N) as follows:

(
KeyT ¼ uniqueðMT,’stable’Þ

KeyQ ¼ uniqueðMQ,’stable’Þ

)

KeyΨ ¼ unique(MΨ, ’stable’)
Output random sequences ðKeyT,KeyQ and KeyΨÞ
for permutation purposes.

A stepwise explanation of the proposed encrypting process
is given below:

� Multiple two‐dimensional plaintext images P1(i, j), P2(i, j),
P3(i, j), ⋯PN(i, j) are given as input to the proposed
encryption algorithm. Where i and j correspond to the row
and column numbers of the plaintext image respectively.

� Decompose the plaintext images into its four frequency
sub‐bands [ðLLim1,LHim1,HLim1HHim1Þ , ðLLim2,LHim2,
HLim2, HHimNÞ ⋯ ðLLimN , LHimN , HLimN , HHim1Þ ].
Where, LLim1,LLim2 and LLimN represents the Low fre-
quency sub‐bands extracted from the image1(im1),
image1(im2) and image1(imN) respectively. Among such
frequency sub‐bands, only low frequency bands LLim1,
LLim2,⋯LLimN and considered for encryption. Figure 2b
shows that the low‐frequency subbands contain maximum
information. Therefore, encrypting low‐frequency bands
results in expediting the encryption process.

� Take DWT of LLimi for three times. Every four sub‐bands
corresponding to each LLimi will be:

Sub‐bands of LLim1 ¼

8
>>>>>><

>>>>>>:

DWTðLLim1Þ→
�
LL1im1,LH1im1,HL1im1,HH1im1

�
,

DWT
�
LL1im1

�
→
�
LL2im1,LH2im1,HL2im1,HH2im1

�
,

DWT
�
LL2im1

�
→
�
LL3im1,LH3im1,HL3im1,HH3im1

�
,

DWT
�
LL3im1

�
→
�
LL4im1,LH4im1,HL4im1,HH4im1

�
,

ð9Þ

Sub‐bands of LLim2 ¼

8
>>>>>><

>>>>>>:

DWTðLLim2Þ→
�
LL1im2,LH1im2,HL1im2,HH1im2

�
,

DWT
�
LL1im2

�
→
�
LL2im2,LH2im2,HL2im2,HH2im2

�
,

DWT
�
LL2im2

�
→
�
LL3im2,LH3im2,HL3im2,HH3im2

�
,

DWT
�
LL3im2

�
→
�
LL4im2,LH4im2,HL4im2,HH4im2

�
,

ð10Þ

⋮ ⋮ ⋮

REHMAN ET AL. - 7

 24682322, 0, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/cit2.12292 by T

est, W
iley O

nline L
ibrary on [19/02/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



The size of each sub‐band is reduced to one third. For
instance, if the size of LLimi is 128 � 128, the dimensions of
LH4imN will be 16 � 16.

� Extract bit‐planes from LLimi. From each LLimi, eight bit‐
panes are extracted. In the proposed work, three plaintext
images are taken as inputs. Therefore, twenty four bit‐planes
[
�
BP1im1,BP2im1,…,BP8im1

�
,
�
BP1im2,BP2im2,…,BP8im2

�
,�

BP1im3,BP2im3,…,BP8im3

�
] are extracted from three input

plaintext images.
� Permute the row and columns of the Most significant bit‐

planes [(BP8im1, BP7im1, BP6im1, BP5im1), (BP8im2, BP7im2,
BP6im2, BP5im2), (BP8im3, BP7im3, BP6im3, BP5im3)]. For row
and column permutation the secrete keys KeyT and KeyQ are
used respectively. Using the permutation process, only the
pixel's positions can be changed, but the pixels remain the
same. Therefore, the Pixel permutation cannot resist statisti-
cal attacks such as entropy and histogram attacks. For
example, Figure 5 shows the permuted bit planes having

broken correlation between the image pixels, and hence, no
information can be visualised.

� To further modify the pixel values, substitute them with the
S‐box proposed in [30].

� To generate the final encrypted images, the corresponding bit‐
planes (Pi) extracted from the noisy image (BN1,BN2,⋯,BN8)
are combined with the permuted bit‐planes using an XOR.
After the XOR operation, the pre‐ciphered images (E′1, E′2,
E′3, ⋯, E′24) are generated. The XOR operation is shown in
Equations (12–14).

� Encrypted images are shown in Figure 6, which depicts that
the proposed encryption scheme can encrypt the plaintext
grayscale images simultaneously, but it generates a single
encrypted image corresponding to three input images. The
reason for using multiple input images is due to the capa-
bility of the proposed encryption algorithms to simulta-
neously encrypt three grayscale images or three colour
images, treating each input as one colour component of a
colour image. The proposed encryption scheme exhibits
versatility in encrypting digital images of various formats,

Sub‐bands of LLimN ¼

8
>>>>>><

>>>>>>:

DWTðLLimN Þ→
�
LL1imN ,LH1imN ,HL1imN ,HH1imN

�
,

DWT
�
LL1imN

�
→
�
LL2imN ,LH2imN ,HL2imN ,HH2imN

�
,

DWT
�
LL2imN

�
→
�
LL3imN ,LH3imN ,HL3imN ,HH3imN

�
,

DWT
�
LL3imN

�
→
�
LL4imN ,LH4imN ,HL4imN ,HH4imN

�
,

ð11Þ

E01 ¼
XR

a¼1

XC

b¼1

P1ða,bÞ⊕
XR

a¼1

XC

b¼1

BN1ði, jÞ,E02 ¼
XR

a¼1

XC

b¼1

P2ða,bÞ⊕
XR

a¼1

XC

b¼1

BN2ði, jÞ,

⋯E08 ¼
XR

a¼1

XC

b¼1

P8ða,bÞ⊕
XR

a¼1

XC

b¼1

BN8ði, jÞ

ð12Þ

E09 ¼
XR

a¼1

XC

b¼1

P1ða,bÞ⊕
XR

a¼1

XC

b¼1

BN1ði, jÞ,E010 ¼
XR

a¼1

XC

b¼1

P2ða,bÞ⊕
XR

a¼1

XC

b¼1

BN2ði, jÞ,

⋯E016 ¼
XR

a¼1

XC

b¼1

P8ða,bÞ⊕
XR

a¼1

XC

b¼1

BN8ði, jÞ

ð13Þ

E017 ¼
XR

a¼1

XC

b¼1

P1ða,bÞ⊕
XR

a¼1

XC

b¼1

BN1ði, jÞ,E018 ¼
XR

a¼1

XC

b¼1

P2ða,bÞ⊕
XR

a¼1

XC

b¼1

BN2ði, jÞ,

⋯E024 ¼
XR

a¼1

XC

b¼1

P8ða,bÞ⊕
XR

a¼1

XC

b¼1

BN8ði, jÞ

ð14Þ

8 - REHMAN ET AL.

 24682322, 0, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/cit2.12292 by T

est, W
iley O

nline L
ibrary on [19/02/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



including jpg, png, etc. Additionally, beyond medical images,
the proposed scheme can also encrypt images related to
military, defence, and general categories, such as baboon,
cameraman, lina, etc.

5 | RESULTS AND ANALYSIS

The proposed encryption method's effectiveness is evaluated
through various security analyses, including correlation, energy,
entropy, contrast, histogram, and homogeneity. These analyses

are conducted on a system running Windows 11, equipped with
an 8 GB RAM, 11th Gen Intel(R) Core(TM) i5‐1135G7 pro-
cessor, operating at 2.40 GHz.

5.1 | Entropy as a measure of randomness in
images

Entropy can be referred to as a measure of the level
of randomness present in the pixels of an image. A higher level
of randomness between image pixels results in a correspond-
ingly higher entropy value as shown in Equation (15).

F I GURE 4 Detailed block diagram of the proposed encryption scheme.

F I GURE 5 Permuted images: (a) plaintext image, (b) Row scrambling, and (c) Column scrambling performed after row scrambling.

REHMAN ET AL. - 9
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Entropy∝Randomness ð15Þ

The optimal value for a given plaintext image may vary
depending on how many bits an image contains, for example,
an 8‐bit image should have the optimal entropy value of 8.
Similarly, the maximum entropy value of a binary image is 2.
Entropy can be calculated by Equation (16)

Entropy ¼ �
X
gðeiÞ log2gðeiÞ ð16Þ

where: g(ei) denotes the probability of occurrence in the vari-
able e.

The proposed work uses grayscale medical images of eight‐
bit to encrypt. Therefore, it is desired to obtain an entropy
value close to 8. In addition, Table 2 displays a range of en-
tropy values for different ciphertext images that were created
using the proposed encryption method. This indicates that the
proposed encryption system has the capability to generate
entropy values that are close to eight.

5.2 | Energy as a metric of amount of
information in images

The energy of an image refers to the level of information
retained in an image. Higher levels of information present in
images correspond to increased energy values, as shown in
Equation (17).

Energy∝ Inf ormation ð17Þ

The energy value of any image ranges from 0 to 1.
A higher energy value corresponds to a large amount of
information in an image. Therefore, it is always desired
to obtain energy values close to zero in image encr-
yption. The energy of any image can be calculated using
Equation (18).

Energy ¼
X
Iðr,cÞ2 ð18Þ

where: I(r, c) represents the pixel value placed at rth row and
cth column.

Table 3 displays various energy values for different images.
Table 3 depicts that the energy values of the encryption
scheme proposed in this paper are much less than other
encryption schemes in literature.

F I GURE 6 Plaintext images and their corresponding ciphertext images.

TABLE 2 Entropy analysis.

Plaintext images [31] [32] [33] [34] Proposed

CT 7.9887 7.9886 7.9886 7.9981 7.9994

Tumour 7.9788 7.9846 7.9788 7.9886 7.9989

X‐ray 7.9986 7.9984 7.9887 7.9897 7.9997

MRI 7.9986 7.9976 7.9978 7.9964 7.9994

CT scan 7.9986 7.9946 7.9984 7.9967 7.9996

10 - REHMAN ET AL.
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5.3 | Correlation analysis for similarity
measurement of pixels

Correlation between image pixels shows the similarity between
them. The higher similarity between the image pixels corre-
sponds to the higher correlation value as shown in
Equation (19).

Correlation value∝ Similarity between image pixels ð19Þ

The value of image pixel correlation lies in the range
[� 1þ1]. � 1 shows the negative correlation between image
pixels. A negative correlation means that if the value of the first
pixel increases, the value of the neighbour pixel decreases. On
the other hand, a positive correlation is opposite to the
concept of a negative correlation. Correlation can be found
using the following Equation (20)

CC ¼
Covðr,cÞ

σrσc
ð20Þ

where,

σr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
VARr
p

, σc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
VARc
p

VARðrÞ ¼
1
L

XL

j¼1
ðri � EðrÞÞ2,

Covðr,cÞ ¼
1
L

XL

j¼1
ðri � EðrÞÞ ðci � EðcÞÞ

σ represents standard deviation, and E is the expected value
operator. Table 4 demonstrates that the proposed encryption
system can break the correlation more effectively than the
existing encryption schemes.

Furthermore, to figure out the correlation between the
plaintext and ciphertext image pixels, several scattered plots are
shown in Figure 7. The dots shown in Figure 7b–d are closer
to each other exhibits high correlation between pixels in all
directions such as horizontal, vertical and diagonal. However,
Figure 7f–h shows the ciphertext image pixels correlation in
horizontal, vertical and diagonal directions respectively. The
dispersion of the dots indicates that the correlation between
the ciphertext image pixels is much lower than that between
the plaintext image pixels in all directions.

5.4 | Computational time analysis

In real‐time applications, minimising time complexity is crucial,
and it is important to keep the computational complexity of an
encryption scheme as low as possible. To assess the time
complexity of the proposed encryption algorithm, it was
implemented using MATLAB 2014a, and the ‘tic toc’ com-
mand in MATLAB was utilised. The ‘tic toc’ command was
used to encompass all mathematical and transformation op-
erations in the proposed encryption method for time
complexity calculations.

tic → Proposed encryption scheme → toc

Table 5 highlights the computational efficiency of the
proposed work. As shown in Table 5, the time required to
encrypt a 256 � 256 size plaintext image is lower for the
proposed scheme compared to the existing scheme.

5.5 | Mean square error

Mean square error (MSE) is used to evaluate the difference
between two images. Mathematically, MSE can be calculated
using Equation (21).

MSE ¼
1
RC

XR

i¼1

XC

j¼1

ð Pði, jÞ � Cði, jÞÞ2 ð21Þ

The rows and columns of an image is represented by R and
C respectively. Whereas, P(i,j) is the original image and C(i, j) is
an encrypted image.

In an image encryption, MSE is frequently used to measure
the difference between the pliantext and ciphertext images.
More the difference between them, more stronger the
encryption algorithm will be as given in Equation (22).

MSE∝ Security strength ð22Þ

In Table 6, the MSE values are given, which show that the
error generated in the ciphertext image corresponds to the
plaintext image is very high. In addition, the MSE values for
the proposed work are more significant than the current ones,
indicating that the proposed encryption algorithm performs
better in MSE analysis than existing encryption schemes.

TABLE 3 Energy analysis.

Plaintext images [31] [32] [33] [34] Proposed

CT 0.1632 0.0160 0.0160 0.0161 0.0157

Tumour 0.0160 0.0159 0.0159 0.0162 0.0156

X‐ray 0.1613 0.0159 0.0160 0.061 0.0157

MRI 0.0160 0.0160 0.0159 0.0162 0.056

CT scan 0.0161 0.0159 0.0160 0.0162 0.0156

TABLE 4 Correlation analysis.

Plaintext images [31] [32] [33] [34] Proposed

CT 0.0034 0.0035 0.0011 � 0.0013 0.0003

Tumour 0.0036 0.0037 � 0.0067 � 0.0077 0.0001

X‐ray 0.0096 0.0065 � 0.0086 0.0011 � 0.0006

MRI 0.0060 0.0031 0.0010 0.0011 � 0.0001

CT scan 0.0013 0.0011 0.0010 0.0011 0.0004

REHMAN ET AL. - 11
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5.6 | Quantification of PSNR

The Peak Signal‐to‐Noise Ratio (PSNR) is used to quantify the
degradation between two pictures. PSNR is a commonly used
metric in image encryption to measure the degree of similarity
between the original and decrypted images. For the calculation
of PSNR, it is mandatory to have the value of MSE for the
desired images. The PSNR and MSE are inversely proportional
to each other, as given in Equation (23).

PSNR ¼ 20log10

�
MAXp
ffiffiffiffiffiffiffiffiffiffi
MSE
p

�

ð23Þ

Here, the variable MAXp represents the maximum value
that a plaintext image can possess.

Table 7 displays the PSNR values for both the proposed
and existing encryption schemes. It is evident that the pro-
posed scheme has the lowest PSNR value.

In addition to measuring the degradation between two
images, PSNR can also be utilised to determine the amount
of data loss during the recovery of the original image.
Figure 8 shows the data loss analysis measured using PSNR.
Figure 8c shows the decrypted image in which it can be seen
that the decrypted and original images are identical, which

means the value of PNSR will be infinity. This effect is
shown in Figure 8d,e, in which a small portion of the
plaintext and decrypted images are displayed, respectively.
Both the portions of the images have no difference between
the pixel values, demonstrating that the PSNR value will be
infinity and there is no data loss after recovering the
plaintext image.

5.7 | Analysing the key sensitivity

Key sensitivity refers to the minor change in the secret keys
that leads to the major difference between the original and
decrypted images. This paper utlizses four keys, that is, x0 ¼
0.130000000000000, y0 ¼ 0.350000000000000, μ ¼

0.60000000000000, Z0 ¼ 0.320000000000000. For the sensi-
tivity analysis, each original key is added to a minor change
(Δ¼ 10� 15). The modified keys are x00 ¼ x0 þ Δ, y00 ¼ y0 þ Δ,
μ0 ¼ μþ Δ, Z00 ¼ Z0 þ Δ. Such modified keys are then used to
decrypt the plaintext image, as shown in Figure 9c, where the
encrypted picture is distinguishable from the original plaintext
image.

TABLE 5 Computational time analysis (sec).

Plaintext images [31] [32] [33] [34] Proposed

CT 1.6454 1.3364 2.3365 1.1131 0.01358

Tumour 1.678 1.3365 1.6891 1.3365 0.03447

X‐ray 1.6789 1.6654 1.3498 1.6431 0.0336

MRI 1.3664 1.6628 1.6798 1.6487 0.0919

CT scan 1.3678 1.6678 1.668 1.6789 0.06364

F I GURE 7 Correlation analysis of plaintext and encrypted images: (a) Plaintext image (b–d) Horizontal, vertical and diagonal correlation of plaintext image
pixels, (e) Ciphertext image, (f–h) HOrizontal, vertical and diagonal correlation of corresponding ciphertext image pixels.

TABLE 6 Mean square error analysis.

Plaintext images [31] [32] [33] [34] Proposed

Images 1265 1378 1336 1365 1467

CT 1247 1364 1302 331 1446

Tumour 1320 1310 1230 1223 1466

X‐ray 1301 1229 1246 1304 1469

MRI 1203 1243 1276 1379 1490

CT scan 1276 1340 1394 1398 1469

12 - REHMAN ET AL.
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5.8 | Key space analysis

Keyspace analysis are frequently used to analysis the brute
force attack and whether it can be affected by the encryption
scheme or not. To launch the brute force attack, the eaves-
dropper tries all the possible combinations of the secret keys to
find out the correct secret key in order to decrypt the original
information. Therefore, the key space must be significant. The
work that is being proposed makes use of four different keys,
and the sensitivity of each key is 10� 15, which indicates that
each secret key has a key space of 10þ15 10 plus 15. Thus, the

total key space for the secret keys utilised in the proposed work
is 10þ15*4, which is approximately equivalent to 2þ213. Ac-
cording to Alvazair's claims, the key space needs to be about
2100. Also, the proposed method of encryption uses keys that
are big enough to withstand a brute‐force attack, and it meets
the criteria for key‐space set by Alvazair.

5.9 | Noise and cropping attack analysis

To make the decryption failure, the attackers often modify the
encrypted images with some noise. An encryption scheme
needs to have resistance against noise in order to withstand a
noise attack. To analyse the noise attack, a random value δ is
added as noise in each pixel value of the encrypted image as
follows:

Nim1 ¼ C1 þ δ

Nim2 ¼ C2 þ δ

⋮

NimN ¼ CN þ δ

TABLE 7 Peak signal to noise ratio analysis.

Plaintext images [31] [32] [33] [34] Proposed

CT 23.6482 21.3279 23.1257 26.9987 13.4605

Tumour 26.3789 26.0148 23.6890 29.6781 10.3461

X‐ray 29.6410 25.6784 28.6678 29.667 13.6655

MRI 28.6497 28.664 29.1056 28.678 12.3301

CT scan 23.6489 21.6491 23.0658 23.8970 11.0031

F I GURE 8 Dataloss analysis of encrypted images: (a) plaintext image, (b) ciphertext image, (c) decrypted image, (d–e) Portion of plaintext and ciphertext
images.

REHMAN ET AL. - 13

 24682322, 0, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/cit2.12292 by T

est, W
iley O

nline L
ibrary on [19/02/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



The plaintext, encrypted, and noisy image and its corre-
sponding decrypted image are shown in Figure 10. From
Figure 10d, it can be seen that the proposed encryption al-
gorithm can recover the plaintext information with a bit of
distortion, but the content of the original plaintext image can
be visualised.

Apart from the noise attack, the eavesdropper crop a
portion of the encrypted image to make the decryption
failure. The encrypted and its corresponding cropped images
are shown in Figure 11b,c respectively. The decrypted image
can be visualised based on the information presented
in Figure 11d. However, there is a little noise which can be
negligible because the original information's content is
clearly visible.

5.10 | Histogram analysis

A histogram of an image is a graphical representation of
the distribution of pixel intensities in an image. It shows
the frequency of occurrence of different intensity levels in
the image. For example, an eight‐bit image has 256 Gy
levels. The frequency of grey levels can be represented by
the peak mentioned in the histogram, as shown in
Figure 12. In the case of enciphered images, a uniform and
flat histogram is desirable, as it differs significantly from

the histogram of the plaintext image. This helps prevent
attackers from extracting information from the ciphertext
images. The histograms of the encrypted images produced
by the proposed encryption method are uniform and
distinct from the histograms of the plaintext images, as
illustrated in Figure 12m–p.

6 | CONCLUSION

To address the privacy and security challenges in 5G‐enabled
healthcare applications while taking the latency issues into
consideration, this paper presents a time‐efficient encryption
scheme that ensures an appropriate level of security for
digital images and also decreases computational complexity.
The computational complexity is reduced by the use of bit‐
plane extraction methodology and the DWT. The encryption
process only takes into account those frequency bands and
bit‐planes that contain the highest proportion of the original
plaintext image. To resolve the aforementioned issue, a time‐
efficient encryption algorithm is proposed that provides an
adequate level of security. Furthermore, to make the scheme
lightweight and to reduce the encryption time, DWT and bit‐
plane extraction methodologies are incorporated, in which
only such frequency band and bit‐planes are considered for
encryption which contains a maximum percentage of the

F I GURE 9 Key sensitivity analysis of the proposed scheme: (a) plaintext image, (b) ciphertext image, (c) decrypted image with modified keys.

F I GURE 1 0 Noise attack analysis of the proposed scheme: (a) Plaintext image (b) Encrypted image (c) Noisy version of the encrypted image (d) Decrypted
of original image from noisy version of the encrypted image.
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amount of plaintext image. Moreover, the proposed
encryption scheme can encrypt multiple grayscale images
simultaneously, reducing the computational cost by up to
66%. For instance, if an encryption scheme takes 1 s to

encrypt one grayscale image of size M � N, it will take 3 s
to encrypt three grayscale images. Consequently, the pro-
posed encryption scheme will take 0.33 s to encrypt three
images of the same size (M � N).

F I GURE 1 2 Histogram analysis of plaintext and the corresponding ciphertext images: (a–d) Plaintext images, (e–h) Histograms of plaintext images, (i–l)
Ciphertext images (m–p) Histograms of ciphertext images.

F I GURE 1 1 Cropping attack analysis of the proposed scheme: (a) Plaintext image (b) Encrypted image (c) Cropped version of the encrypted image
(d) Decrypted of original image from cropped version of the encrypted image.

REHMAN ET AL. - 15
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7 | FUTURE WORK

The proposed scheme has not yet been tested on a smart-
phone. However, the proposed work can be designed for
mobile applications in the future. Moreover, the proposed
scheme can be extended for audio and video encryption.
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